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opportunities at Liminka Bay, Finland. Ruff 
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Differences in aggres-
sion between tactics are 
tied to concentrations of 
circulating androgens, 
which are modulated by 
the actions of a single 
gene. See pages 358 
and 406. Photo: Jari 
Peltomäki/Finnature
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F
loyd Bloom, who died on 8 January, was a tower-

ing figure in both neuroscience and the scientific 

community as a whole. As Editor-in-Chief of Sci-

ence from 1995 to 2000, he presided over a trans-

formative period in which the journal embraced 

the digital age, expanding its reach and impact 

while advocating for open access and the sharing 

of data. His groundbreaking contributions to neuro-

pharmacology and the understanding of neurotrans-

mitters were only part of his legacy. Through his leader-

ship, mentorship, and pioneering research, Bloom left 

an indelible mark on the scientific world, one that con-

tinues to inspire new generations. 

Early on, Bloom’s research helped establish the roles 

of monoamines, particularly norepinephrine, as trans-

mitters in the brain. He and colleagues went on to lead 

the way in combining anatomical, 

physiological, and pharmacologi-

cal tools to elucidate the function 

of neurotransmitters at the cellu-

lar level. He was a coauthor of his 

field’s defining textbook, The Bio-

chemical Basis of Neuropharma-

cology. Bloom’s work earned him 

many awards and prizes, as well as 

election to such organizations as 

the National Academy of Sciences, 

the National Academy of Medicine 

(then the Institute of Medicine), the 

American Academy of Arts and Sciences, and the Amer-

ican Philosophical Society. In 1976–1977, Bloom served 

as one of the first presidents of the Society for Neuro-

science. He also was president of the American College 

of Neuropsychopharmacology and of the American As-

sociation for the Advancement of Science (AAAS, the 

publisher of Science). He served as Editor-in-Chief of 

Science and of Brain Research. Bloom’s ability to trans-

late complex science into accessible language made him 

a popular witness before US Congressional committees 

and an emissary to the broader public.

Recognizing the potential of information and com-

puter technologies for accelerating scientific progress, 

he was one of the planners of the National Institutes of 

Health’s Human Brain Project in the 1990s, a forerun-

ner of the current BRAIN Initiative, which is developing 

new technologies to advance neuroscience knowledge 

and application. He cofounded the company Neurome, 

Inc. to accelerate therapeutic development for neurode-

generative diseases.

As Editor-in-Chief of Science, Bloom brought the 

journal into the electronic age. He saw value in digitiz-

ing prior content to increase its use and impact. His 

team also created four complementary online publica-

tions: Science OnLine (which eventually became what 

is now the online version of Science), Science’s Next 

Wave, Science News on the Web, and Science’s Signal 

Transduction Knowledge Environment (which became 

Science Signaling). Bloom also saw technology as a ve-

hicle for making data more easily accessible, whether 

by sharing it more broadly or through moving toward 

more open access policies for scientific publications. To 

quote his last Science editorial, “The technology Science 

seeks for our readers and authors is meant to organize 

information into wisdom, reveal important puzzles to 

solve, and draw new insights creatively. Seek with us.” 

It is breathtaking to think of the explosion in electronic 

enhancements to scientific publishing that he lived to 

see after he wrote these words.

Bloom is remembered for his gen-

erosity and graciousness as a friend, 

mentor, and colleague. He had an ex-

traordinary memory for people and 

events, a wonderful sense of humor, 

and what seemed to be a permanent 

smile on his face. He was born in 

Minneapolis, MN, and was an under-

graduate at Southern Methodist Uni-

versity. He then earned an MD from 

Washington University in St. Louis. 

He was married for over 40 years to 

physician-scientist Jody Corey-Bloom. Until 2005, he was 

chair of the Department of Neuropharmacology at the 

Scripps Research Institute. When he died, he was profes-

sor emeritus in the Molecular and Integrative Neurosci-

ence Department at Scripps. He previously was director 

of Behavioral Neurobiology at the Salk Institute and 

chief of the Laboratory of Neuropharmacology at the Na-

tional Institute of Mental Health. Bloom trained a large 

number of students and postdoctoral researchers, many 

of whom have gone on to become leaders in government, 

industry, and academia. In 2005, when some colleagues 

decided to create a scientific “Bloom Family Tree,” it in-

cluded about 1000 scientists. The leadership rosters of 

the Society for Neuroscience and the American College 

of Neuropharmacology have been filled with individuals 

who are Bloom’s scientific offspring.

Floyd Bloom epitomized the notion of a citizen of 

science—someone who does significant scientific work 

and is dedicated to advancing the broader enterprise 

and its contributions to society. We are all beneficiaries 

of his exemplary citizenship.

–Alan I. Leshner and H. Holden Thorp

Citizen of science
Alan I. Leshner

is chief executive 

officer emeritus 

of the American 

Association for 

the Advancement 

of Science and 

former executive 

publisher of Science. 

alan.i.leshner@

gmail.com

H. Holden Thorp

is Editor-in-Chief of 

the Science journals. 

hthorp@aaas.org

10.1126/science.adw0373

“…Bloom left an 

indelible mark 

on the scientific 

world…”
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he heavy-lift New Glenn rocket, developed by 

Blue Origin, Amazon founder Jeff Bezos’s space 

company, reached orbit on its first attempt last 

week. The flight from Cape Canaveral, Florida, 

helps establish the company as a credible competi-

tor to SpaceX, which now dominates the launch 

industry. Larger than SpaceX’s Falcon 9 rocket—but 

smaller than its Starship—New Glenn (shown) is roughly 

the size of the Saturn V of Apollo Moon mission fame and 

promises to lower the cost of sending large science mis-

sions to space. Like SpaceX’s current rockets, its lower 

stage is designed to be reusable, although the first at-

tempt to land the booster, on an ocean barge, failed. Blue 

Origin plans to fly the rocket up to eight more times this 

year, primarily to launch satellites for Amazon’s satellite 

internet provider, Project Kuiper. It will eventually be a 

key component of the company’s NASA contract to pro-

vide a lunar lander for astronauts by decade’s end.

NEWS
I N  B R I E F

 Edited by 

Jeffrey Brainard

ROCKET SCIENCE

Blue Origin emerges as competitor to SpaceX

“
The markets and the economy are decarbonising and regardless 

of who is in the White House, this cannot be stopped.

”Alicia Pérez-Porro of the Centre for Ecological Research and Forestry Applications in Spain, commenting to the 

Science Media Centre on President Donald Trump withdrawing the United States from the Paris climate accord.

L.A. research facilities spared
DISASTERS |  The fires that spread destruc-

tion across the Los Angeles region this 

month and killed at least 27 people have 

spared two famed scientific facilities: 

NASA’s Jet Propulsion Laboratory (JPL), 

which has spearheaded planetary missions 

and astronomy efforts, and the historic 

Mount Wilson Observatory. But the area’s 

Eaton blaze destroyed an estimated 9000 

buildings in Altadena and Pasadena, 

California. At least 200 JPL employees lost 

homes, and about 100 more were displaced 

after fire damaged their dwellings. As the 

Eaton fire grew, JPL evacuated staff and tem-

porarily moved some operations to a backup 

operations center off site. As firefighters 
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continued battling blazes in the area this 

week, the JPL facility remained closed; 

managers plan to reopen it on 27 January. 

At the Mount Wilson Observatory, where 

Edwin Hubble discovered the universe 

was expanding, firefighters stopped flames 

as they approached the edge of a parking 

lot. The facility also narrowly escaped the 

2020 Bobcat wildfire, after which man-

agers improved fire protections. Now 

used mostly for public outreach, it hosts 

the Center for High Angular Resolution 

Astronomy array, six telescopes operated 

by Georgia State University.

A COVID-19 pardon and ban
PUBLIC HEALTH |  One day before leaving 

office, former President Joe Biden issued a 

preemptive pardon to Anthony Fauci, former 

director of the U.S. National Institute of 

Allergy and Infectious Diseases (NIAID), to 

head off possible prosecution by President 

Donald Trump. Fauci, who led NIAID for 

38 years before retiring in 2022, has drawn 

the ire of Republicans for supporting 

pandemic public health measures and for 

favoring the view that SARS-CoV-2 had a nat-

ural origin. He also testified before Congress 

that bat virus experiments funded by NIAID 

at the Wuhan Institute of Virology (WIV) 

in China did not fit the federal definition of 

gain-of-function research that makes danger-

ous human viruses more risky. Republicans 

who think WIV created SARS-CoV-2 disagree, 

and some wanted Fauci to be charged with 

perjury. Separately, on 17 January con-

servation biologist Peter Daszak and the 

nonprofit EcoHealth Alliance, which held the 

NIAID grant that funded the WIV studies, 

were formally debarred for 5 years by the 

Department of Health and Human Services 

from receiving federal funds. EcoHealth had 

fired Daszak as president as of 6 January. 

Early supernovae seeded dust
COSMOLOGY |  A type of supernova pro-

duced by giant stars may have been a major 

source of the dust particles from which 

other stars and planets in the young uni-

verse formed, new research indicates. The 

finding, supported by data from the JWST 

space telescope, provides an alternative to 

the theory that the dust mostly came from 

aging, cooling stars over millions of years, an 

idea many astronomers find implausible. At 

last week’s annual meeting of the American 

Astronomical Society, a research team said it 

examined spectra recorded by JWST of four 

supernovae that exploded a few hundred 

million years ago; they found large clumps of 

dust emitting wavelengths of light charac-

teristic of aluminum, silicate, and carbon 

dust, the ingredients of future planets. When 

the researchers compared the spectrum of 

one supernova with its spectrum recorded 

15 years earlier by a different telescope, they 

found that additional silicate dust equal to 

10% of the mass of our Sun had accumulated 

around the supernova. 

Herbicide tied to low birthweight
AGRICULTURE |  The largest study of the her-

bicide glyphosate in the United States, where 

use has increased 750% since the advent of 

biotech crops, has found that babies in rural 

counties are now born slightly earlier and 

with below-average weight. These changes, 

although small, could result in more than 

$1 billion of health care costs nationwide 

each year, the researchers estimate. For 

the most vulnerable infants, in historically 

disadvantaged groups, the effect on birth-

weight is 12 times greater than for the least 

at risk. The study, published 14 January in 

the Proceedings of the National Academy of 

Sciences, did not directly measure individual 

exposure to glyphosate, a weakness. The U.S. 

Environmental Protection Agency is expected 

to complete a reevaluation of the compound 

by next year.

U.S. cancer institute head leaves
LEADERSHIP |  Kimryn Rathmell, who 

directed the U.S. National Cancer Institute 

(NCI), stepped down this week after sub-

mitting her resignation to the incoming 

administration of President Donald Trump. 

During her 13-month tenure, Rathmell, a 

physician-scientist who studies kidney cancer, 

launched an ongoing initiative to study the 

rise in cancers in young adults and completed 

an analysis of disparities in cancer care. 

Although the president appoints the director 

of NCI, part of the National Institutes of 

Health, several past directors have stayed on 

for awhile in a new administration. Trump 

is considering at least two candidates for the 

job, The Cancer Letter reports.

BIOPHYSICS 

Cicada wings’ surprising superpower: killing microbes 

E
very 13 or 17 years, cicadas emerge from the ground across the eastern United 

States en masse, producing a deafening din to attract mates. The thumb-sized 

insects also possess a lesser known, potentially beneficial trait: Their wings can 

kill bacteria. This month at the annual meeting of the Society for Integrative and 

Comparative Biology, a team reported discovering the mechanism: microscopic 

pillars that bend and rupture pathogens’ cell membrane (shown), a strategy that 

could control infections in medical tubing and implants, for example. The researchers 

used polystyrene to fabricate platforms with “nanopillars” as tall as those on cicada 

wings—about 300 nanometers—and covered them with a common bacterium, 

Pseudomonas, which can cause pneumonia. The nanopillars killed about 98% of the 

microbes, on par with bleach, a common disinfectant. They cost more than disinfec-

tants but, in contrast, do not corrode devices or harm the environment.



By Daniel Clery

W
ill this be the year private com-

panies start to transform nuclear 

fusion from an interminable sci-

entific puzzle into a profitable 

technology for producing carbon-

free energy? So far, most of the 

dozens of efforts backed by venture capital 

have not gotten beyond computer predic-

tions and small-scale prototypes. But this 

year, several firms will debut large new ma-

chines that, they say, will soon coax a roiling 

ionized gas to fusion-friendly temperatures. 

In theory, these bigger testbeds could even 

produce more heat than they use to spark 

fusion—a threshold known as breakeven.

“Fusion is a happening thing,” says physi-

cist Michel Laberge, founder of Canada’s 

General Fusion, one of the startups. In the 

next year or two, “I think quite a few people 

will achieve sort of breakeven-ish numbers.”

To physicists who have labored for de-

cades in government-funded labs to make 

fusion work, such timetables appear wildly 

optimistic, likely driven more by the needs 

of investors than by scientific reality. 

“There has been no machine in my lifetime 

that you’ve turned on and it immediately 

performed. Never,” says Steven Cowley, 

director of the Princeton Plasma Physics 

Laboratory, the United States’s premier 

fusion lab.

Investors—and the world—will be watch-

ing keenly to see which view is right.

Fusion melds atomic nuclei to produce 

a larger nucleus, releasing energy in the 

process. But because the positively charged 

nuclei fiercely repel each other, sustaining 

the process requires intense heat and pres-

sure, like that at the cores of stars or in 

a nuclear explosion. To spark controlled 

fusion, physicists heat isotopes of hydro-

gen until they form an ionized plasma, 

which starts to fuse at about 100 million 

degrees Celsius.

So far, despite billions of dollars and de-

cades of effort, only the U.S.-based National 

Ignition Facility (NIF), which crushes and 

heats tiny capsules of fusion fuel with pow-

erful lasers, has achieved breakeven. Other 

government-funded efforts have focused on 

doughnut-shaped devices called tokamaks 

that confine plasma with powerful magnets 

and heat it with microwaves and particle 

beams. ITER, a giant tokamak under con-

struction in France that won’t start opera-

tion until next decade, is poised to become 

the standard bearer for that approach.

Governments are still backing fusion—

the United Kingdom announced £410 mil-

lion for fusion research last week. But the 

slow pace of those efforts and the demand 

for carbon-free energy as climate change 

warms the world has prompted many re-

searchers to seek a faster, privately financed 

route. The Fusion Industry Association re-

ported having 45 members in 2024, which 

had collectively raised more than $7 billion 

in funding.

The startups hope that speedy, iterative 

development typical of industry will let 

them steal a march on government efforts. 

General Fusion aims to “incrementally im-

prove very quickly, to iterate on our plan, 

to learn, and to move on to get results,” says 

nuclear engineer Megan Wilson, the com-

pany’s chief strategy officer.

NE WS
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Private fusion firms put bold claims to the test 
Amid skepticism, companies bet that speed and innovation can realize fusion’s promise

I N  D E P T H



NEWS

24 JANUARY 2025 • VOL 387 ISSUE 6732   349SCIENCE   science.org

Some firms aim to make smaller, cheaper 

tokamaks or close cousins called stellara-

tors, using cutting-edge technologies such 

as high-temperature superconductors and 

machine learning. Others have resurrected 

previously abandoned techniques, such as 

the field-reversed configuration (FRC), a 

spinning smoke ring of plasma that briefly 

confines itself through a magnetic field 

it creates.

FRCs were discovered in the 1950s, but 

the plasma rings only lasted microseconds. 

National labs and universities made them 

more durable in the decades after, but the 

work ran out of steam. Undaunted, General 

Fusion has used some of its $340 million in 

backing to develop a plasma injector that 

puffs an FRC ring 2 meters across into a re-

action chamber. There a shock wave initi-

ated by pistons that strike the outer wall of 

the reaction chamber quickly crushes the 

ring to one-tenth of its original size, heat-

ing it to millions of degrees.

General Fusion’s new machine, dubbed 

LM26, will debut next month in Vancouver, 

Canada, and start compressing plasma in 

March, with a goal to get to 100 million de-

grees Celsius—fusion temperature—by the 

end of the year, Laberge says. But LM26 will 

compress deuterium, not the deuterium-

tritium mix required for energy generation. 

An actual fusion-capable reactor from the 

company wouldn’t be ready until at least 

the 2030s, Laberge says—and would require 

much more investment.

A more secretive company, Helion, based 

near Seattle, is carrying out initial tests on 

its latest FRC-based machine, which was re-

portedly completed in the last few months. 

Known as Polaris, it simultaneously fires 

FRC rings from both ends of an elongated 

reaction chamber so they merge in the 

chamber’s center, heating and compressing 

the plasma. A powerful magnet encircling 

the chamber compresses the FRC further 

until fusion starts in the fuel, a mixture of 

deuterium and tritium.

“The ultimate goal of Polaris is to show 

that we can create some electricity from 

fusion,” says Helion spokesperson Jessie 

Barton. Most fusion power plant designs 

envision tapping the heat of fusion to boil 

water and drive a turbine. But in Polaris, 

the heat will cause the plasma to swell and 

push back against the force of the magnets, 

generating electricity via induction.

Cowley is not convinced of the promise of 

FRCs. “The problem with [FRCs] is that they 

are unstable, they’re so unstable in most ex-

periments that they don’t confine very well 

either,” he says. But Helion is confident: It 

signed an agreement with Microsoft to pro-

vide it with power by 2029. A power plant 

sited somewhere in Washington state would 

supply 50 megawatts. “The next machine 

that we build will be that power plant,” 

Barton says.

A highly publicized fusion spin out from 

the Massachusetts Institute of Technology 

is taking a more conventional approach: 

a compact tokamak reactor called SPARC, 

which it will assemble this year. Although 

the machine, from Commonwealth Fusion 

Systems (CFS), is much smaller than ITER’s 

tokamak, less than 5 meters in diameter 

compared to ITER’s 16.4 meters, it is sup-

posed to achieve similar performance for a 

fraction for ITER’s cost, which is in excess 

of $25 billion. One factor: CFS is relying, for 

the first time in the fusion field, on high-

temperature superconductors to make extra-

strong magnets.

The superconducting material is a brittle 

ceramic, hard to make into wire and wind 

into the coils needed for electromagnets, 

so CFS uses a steel tape spray-coated with 

the superconductor. Over several years, the 

company has developed ways to wind and 

weave those tapes into the two types of 

magnets they need. “We’ve now built and 

demonstrated both of the key technologies 

for SPARC,” says CFS physicist Alex Creely.

This year, the company will assemble 

its machine’s 32 magnets. “On our current 

schedule, we’re looking to begin opera-

tions in 2026 and get net energy in 2027,” 

Creely says. Last month, CFS announced 

it had signed an agreement with Domin-

ion Energy of Virginia to build a prototype 

power plant in Chesterfield County in the 

early 2030s.

Cowley is skeptical of the timetable. 

Superconducting tape has never been 

formed into such powerful magnets, and 

he suspects CFS will struggle to achieve the 

fields required. “I actually don’t think that 

we’ll see anything from anybody this com-

ing year.”

Other companies, using technologies 

with varying levels of maturity, have also 

set aggressive schedules. But fusion has a 

habit of confounding the best laid plans. 

Cowley points out that NIF struggled to 

make any significant reactions when it 

opened in 2009 and spent more than a 

decade refining its techniques to reach 

fusion ignition.

Michl Binderbauer, CEO of TAE 

Technologies, another FRC-focused effort 

that hopes to debut its new machine in 

2026 or 2027, knows a lot is riding on the 

private, pioneering efforts. “What I hope 

doesn’t happen is that one of us catastroph-

ically implodes or fails and it kind of sucks 

the wind out of the whole industry.” j

Mpox drug 
wins approval 
in Japan—but it 
doesn’t work
Europe previously approved 
tecovirimat for mpox, based 
on animal data; the U.S. has 
stockpiled it for smallpox

INFECTIOUS DISEASES 

By Jon Cohen

O
n 2 January, Japan’s regulatory agency 

issued a news release that startled 

some scientists: It had approved 

the antiviral drug tecovirimat, also 

known as TPOXX, for the treatment 

of mpox and two cousins, smallpox 

and cowpox.

No treatments exist for mpox, a painful 

and sometimes fatal disease now raging in 

sub-Saharan Africa, and tecovirimat initially 

looked promising: It prevented death in mon-

keys given lethal doses of mpox and smallpox 

virus. The European Union and the United 

Kingdom both approved it in 2022, during an 

earlier epidemic of mpox in men who have 

sex with men (MSM). At the time, the drug 

had been shown to be safe in humans, but no 

efficacy data existed. Until recently mpox was 

a rare disease limited to remote African vil-

lages, which made large, placebo-controlled 

trials difficult. 

But in the past 6 months, two such studies 

have definitively shown tecovirimat doesn’t 

work in people infected with either of the 

two clades of mpox virus. “To approve it now 

is very confusing,” says Jason Zucker, an in-

fectious disease specialist at Columbia Uni-

versity who co-led one of the trials, the Study 

of Tecovirimat for Human Mpox (STOMP), 

which enrolled mostly MSM on four conti-

nents. “I am very curious to read studies used 

by Japanese [regulators] to approve it,” adds 

epidemiologist Placide Mbala of the Demo-

cratic Republic of the Congo’s (DRC’s) Na-

tional Institute of Biomedical Research, who 

helped run the other trial, named PALM007. 

That study, in children and adults in the 

DRC,  also found no benefit.

It’s unclear what moved Japan’s Pharma-

ceuticals and Medical Devices Agency to ap-

prove the drug in the face of negative data. 

A reactor vessel (left) and plasma injector (right) 

come together for General Fusion’s debut in February.



The agency told Science it “does not answer 

any questions regarding specific products.” 

In a press release, the drug’s manufacturer, 

U.S.-based SIGA Technologies, said Japan’s 

decision was based on favorable results 

from 15 clinical trials that together enrolled 

800 people—although all were healthy volun-

teers, meaning those trials could only mea-

sure safety and how the body processes the 

drug, not efficacy. In an email, SIGA told Sci-

ence the agency also considered the PALM007 

results, but the STOMP data “were not avail-

able at the time of their review.”

The findings from the two trials could 

cause the European drug agencies to reverse 

their decision. And some argue they should 

even lead the U.S. Food and Drug Adminis-

tration (FDA) to revisit a 2018 approval of the 

drug against smallpox, a potential bioterror 

threat, because the mechanism of action is 

the same for both viruses. (FDA has not ap-

proved the drug for mpox.)

Tecovirimat blocks the interaction be-

tween cellular proteins and a surface protein 

common to orthopoxviruses, which in turn 

disrupts the formation of new virus particles. 

The studies showing it works in monkeys 

led to FDA’s approval for smallpox. Because 

that disease was eradicated decades ago, the 

agency relied on the Animal Rule, which al-

lows for the approval of drugs against na-

tional security threats when efficacy trials are 

unethical or unfeasible. By now the U.S. gov-

ernment has invested more than $600 mil-

lion in 1.5 million doses of tecovirimat for the 

country’s Strategic National Stockpile.

The European Medicines Agency (EMA) 

and the U.K.’s Medicines & Healthcare prod-

ucts Regulatory Agency (MHRA) in 2022 

approved the drug for the three poxviruses 

under “exceptional circumstances.”

But tecovirimat fell flat in the real world. 

In PALM007, which enrolled 600 people, 

skin lesions did not heal any faster in people 

getting the drug, the National Institute of 

Allergy and Infectious Diseases (NIAID) an-

nounced in August 2024. Mortality was 1.7% 

whether people got the drug or the placebo. 

PALM007 also showed no impact on virus 

levels in blood, in lesions, and in the throat.

STOMP’s results, revealed by NIAID in De-

cember 2024, were more dire still: The lack 

of efficacy was so clear that NIAID pulled the 

plug on the study when it had enrolled 75% of 

the targeted 719 participants. “This is pretty 

convincing evidence that when used alone, 

it’s not going to be efficacious,” says study 

chair Timothy Wilkin, a clinician at the Uni-

versity of California, San Diego. 

But in an August 2024 statement about 

PALM007, SIGA CEO Diem Nguyen said the 

company was “highly encouraged” by the re-

sults and claimed some preliminary analyses 

of the trial data suggest tecovirimat “offers 

potential benefit” to patients with severe dis-

ease and those who sought treatment early. 

NIAID biostatistician Lori Dodd discounts 

those hints. “[The] observed differences were 

small and did not satisfy standard criteria for 

statistical significance,” she says.

The reasoning behind regulatory approv-

als is often difficult to understand, says John 

Rizk, who is working on a Ph.D. in pharmaco-

logy at the University of Maryland and co-

authored a November 2024 report in Drugs 

on mpox therapeutics and vaccines and their 

regulatory status. Still, he says, “This Japan 

approval was a shocker to me.” 

When EMA approved tecovirimat, it said it 

would review that decision after new studies 

reported results. Marco Cavaleri, who heads 

EMA’s office of biological health threats and 

vaccines, says the agency “will scrutinize” the 

data from both trials and an ongoing study 

in Brazil, Switzerland, and Argentina. As for 

Japan’s approval, “it looks a bit strange at 

this point in time,” Cavaleri says. MHRA told 

Science it annually reviews all drug authori-

zations made under the “exceptional circum-

stances” provision. Rizk says the European 

agencies should at least issue a “dear doctor” 

letter to notify clinicians about the PALM007 

and STOMP findings. 

What the new data mean for tecovirimat 

as a smallpox treatment is unclear. In a state-

ment sent to Science, FDA notes the drug’s 

failure to speed healing in the mpox trials 

does not mean it will be ineffective against 

smallpox. If the drug ever is used to treat 

smallpox in humans, FDA will try to obtain 

data from studies. SIGA says the monkey 

studies suggest it will work against smallpox 

because they “accurately recapitulate” how 

that virus sickens and kills people.

But Wilkin says FDA should reconsider 

its approval for smallpox. “We felt that we 

needed a therapy in case there was a bio-

terrorist attack,” he says. “But I would not feel 

comfortable counting on its efficacy.” j
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By Gretchen Vogel

A
fter he was sworn in as the 47th 

U.S. president on 20 January, 

Donald Trump signed an executive 

order many global health experts had 

feared, withdrawing the United States 

from the World Health Organiza-

tion (WHO). Trump claims the U.N.’s health 

agency mishandled the COVID-19 pandemic 

and other global health crises, has failed to 

adopt needed reforms, and demands “un-

fairly onerous payments” from the U.S. 

Trump started the process to quit WHO 

once before, in July 2020, during his first 

presidential term. Because the withdrawal 

process takes a year, President Joe Biden 

was able to reverse the decision when he 

took office in January 2021. 

Now, Trump has a real chance to part 

ways with WHO, although there are likely 

to be at least some diplomatic efforts to 

keep the U.S. on board. WHO “regrets the 

announcement,” it said in response to the 

decision. “We hope the United States will 

reconsider, and we look forward to engag-

ing in constructive dialogue to maintain the 

partnership between the USA and WHO, 

for the benefit of the health and well-being 

of millions of people around the globe.” 

Only one other U.N. member country—

Liechtenstein—is not part of WHO.

Science examined what the departure, 

if Trump goes through with it, will mean 

for the U.S., WHO, and the broader global 

health community.

Q: What will a U.S. withdrawal mean for WHO? 

A: The consequences could be dramatic. 

Beyond its membership dues of roughly 

$110 million annually, the U.S. is one of 

the biggest voluntary donors, contributing 

$1.1 billion in 2022 and 2023 combined. All 

‘Cataclysmic:’ 
Experts decry 
U.S. departure 
from WHO 
Trump’s decision to leave 
would be a financial blow to 
the agency and “isolate” the 
U.S. from health intelligence

GLOBAL HEALTH 

A nurse in Kamituga, Democratic Republic of the 

Congo, applies disinfectant to a child’s mpox rash.



told, the country provides about one-fifth of 

WHO’s budget. Other members might make 

up some of the difference, as they did when 

Trump slashed U.S. contributions during 

his first term. But European countries are 

facing other challenges, such as stagnating 

economies and pressure to increase defense 

spending, says Ilona Kickbusch, a global 

health expert at the Graduate Institute of 

International and Development Studies. 

Voices skeptical of WHO are also prolifer-

ating within the European Union, she says, 

and might be emboldened to reduce funding 

if the U.S. leaves. 

A U.S. departure will also sever WHO’s 

ties to world-class U.S. agencies such as the 

Centers for Disease Control and Prevention 

(CDC) and the Food and Drug Administra-

tion (FDA), which currently provide guid-

ance to WHO on a range of topics—and 

receive crucial information in return. Leav-

ing “would isolate the CDC from a lot of 

intelligence that is crucial for our global 

security,” says virologist Marion Koopmans, 

who studies emerging infectious diseases at 

Erasmus Medical Center in the Netherlands.

 

Q: How else might the U.S. be affected?

A: In past years, much of the money contrib-

uted by the U.S. went toward responding to 

outbreaks and other emergencies. Losing 

those funds will restrict WHO’s ability to 

react quickly, says Jeremy Konyndyk, presi-

dent of Refugees International, who advises 

WHO on its emergency response system. 

That would be a bad deal for the U.S., he 

says, because WHO does work no other or-

ganization currently does. There were sev-

eral Ebola outbreaks during Trump’s first 

term, Konyndyk notes, and because WHO 

activated its emergency response, “we 

didn’t need to deploy the U.S. military. We 

didn’t need to spend a billion dollars of U.S. 

funding to get that under control.”

Koopmans agrees a departure will leave 

the U.S. more vulnerable: “Our best defense 

is global collaboration and data sharing.”

Q: What does the decision mean for Ameri-

cans who work for or with WHO?

A: The executive order directs the Secretary 

of State and the Office of Management and 

Budget to “recall and reassign United States 

Government personnel or contractors 

working in any capacity with the WHO.” 

Each year, many dozens of employees from 

CDC, FDA, and other federal agencies are 

deployed to both the Geneva headquarters 

and to crisis areas on behalf of WHO, notes 

Lawrence Gostin, an expert in national 

and global health law at Georgetown Uni-

versity. U.S. citizens who are employed by 

WHO directly can stay, at least for now. 

This includes, for example, epidemiologist 

Maria van Kerkhove, director of WHO’s 

Department of Epidemic and Pandemic 

Preparedness and Prevention, who became 

the agency’s face during the COVID-19 pan-

demic. U.S. citizens will likely also be able to 

serve on influential advisory boards such as 

the Strategic Advisory Group of Experts on 

Immunization. Members of such boards do 

not represent countries but are chosen for 

their expertise, Gostin notes.

It’s not clear what will happen to so-called 

WHO collaborating centers, of which the U.S. 

hosts 72, more than any other country. Desig-

nated by WHO as world-leading in their field, 

such centers provide analysis and advice to 

the organization. (Gostin, for example, heads 

the WHO Collaborating Center on National 

and Global Health Law.) They have to be 

reauthorized by both WHO headquarters 

and the White House every 4 years.

Q: What does Trump’s decision mean for U.S. 

influence on global health? 

A: The country will lose its voice at the 

World Health Assembly, an annual meeting 

of member states that elects the director-

general, reviews and approves WHO’s bud-

get, and sets policies on issues such as 

disease eradication, tobacco control, and 

vaccine equity. China would likely take 

on a much larger role, Konyndyk says: “If 

your true concern is that WHO is captured 

by China, then removing the U.S. from the 

equation just seals the deal.” 

Q: Would the U.S. also withdraw from the Pan 

American Health Organization (PAHO)? 

A: PAHO, which has played a key role in 

many public health successes in the West-

ern Hemisphere, was founded in 1902 as 

the International Sanitary Bureau, long 

before WHO was created, but it has served 

as WHO’s regional office for the Americas 

since 1949. It’s not clear whether withdrawal 

from WHO would automatically mean 

leaving PAHO, which has its headquarters 

in Washington, D.C., just a few blocks from 

the White House. 

Q: Could the U.S. Congress block 

a withdrawal?

A: The U.S. joined WHO through a joint 

act of Congress in 1948. As a result, Con-

gress may need to weigh in on a with-

drawal, Gostin says. “When Congress has 

joined something, then you typically need 

Congress to support a presidential deci-

sion to leave it,” he says. The Republicans’ 

slim majority in both chambers means 

a few dissenters might be able to block 

Trump’s move.

Q: Might Trump reconsider? 

A: The administration could still try to use 

the threat of departure as a bargaining 

chip to force significant reforms—some of 

which might actually be good, Gostin says: 

“If Trump does a deal to make the WHO 

more resilient, robust, and accountable, 

he would be doing the U.S. a favor and the 

world a favor.” Remaining a member would 

enable Trump to push for a candidate 

he likes as successor to WHO Director-

General Tedros Adhanom Ghebreyesus, 

whose term ends in 2027.

If instead Trump goes through with the 

plan to withdraw, Gostin says, “It’s a cata-

clysmic decision for WHO and world health. 

But it’s even more damaging to America’s 

national interests and security.” j
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Donald Trump signs his decision to pull out of WHO, one of many of executive orders issued on Inauguration Day.



By Catherine Offord

I
s coffee good for you? What about choc-

olate? Scientists trying to answer these 

questions often look for links between 

what people say they eat and the health 

conditions they develop later in life. But 

a study published last week in Nature 

Food shows just how unreliable that ap-

proach may be.

With the help of a technique that measures 

people’s energy expenditure, researchers de-

rived an equation to assess the accuracy of 

responses in dietary surveys. They found that 

more than half the records in widely used 

nutritional survey databases such as the U.S. 

National Health and Nutrition Examination 

Survey (NHANES) are likely wrong because 

people underreport what they consumed. 

The results call into question the thousands 

of studies that have used these data sets to 

link particular diets to human health, the au-

thors claim.

Although the findings are not surprising to 

many experts, they say the paper represents 

the best attempt yet to quantify the problem, 

and underscores the need for better mea-

sures of what people eat. “If you want to try 

and set policy around food based on this type 

of data, then obviously your policy is funda-

mentally flawed to some extent,” says Gary 

Frost, a nutritionist and dietician at Imperial 

College London. 

Nutritional epidemiology studies typi-

cally ask people to keep a food diary or 

complete questionnaires about their intake 

in recent hours, weeks, or months. Bio-

statisticians have long warned that people 

can misremember or be reluctant to cop to 

what they consume. 

Some have proposed ways to mitigate 

the problem—by eliminating data from par-

ticipants who report intakes below the mini-

mum for human survival, for example—but 

others insist it’s time to give up on these sur-

veys altogether. “This [sort of data] is so bad, 

it’s not even worth using,” says David Allison, 

an obesity researcher and biostatistician 

at the Indiana University School of Public 

Health-Bloomington.

A rigorous, if expensive, way to detect 

misreporting is using the doubly labeled wa-

ter (DLW) technique, in which participants 

drink water labeled with heavy versions of 

oxygen and hydrogen and scientists test for 

these elements in urine samples over the 

following days. Because oxygen, but not hy-

drogen, is used to make carbon dioxide that 

is exhaled as the body burns calories, the 

relative amounts of these elements in urine 

reflect how much energy a person has used. 

Studies employing the DLW technique 

alongside food questionnaires have found 

people typically use more energy than 

they report consuming—indicating they 

are either undereating, or, more likely, un-

derreporting. Analyses of several hundred 

participants in the U.K.’s National Diet and 

Nutrition Survey (NDNS) have put the dis-

crepancy at about 30%.

In the Nature Food study, researchers 

used more than 6000 existing DLW mea-

surements from people between ages 4 and 

96 to derive an equation that predicts a per-

son’s energy expenditure based on charac-

teristics such as sex, age, and bodyweight. 

Then they applied this equation to thou-

sands of records in NHANES and NDNS 

and looked for discrepancies between pre-

dicted expenditure and reported intake. 

For NHANES, more than 50% of adults’ 

reported intakes fell below the range pre-

dicted by the equation, whereas in NDNS, 

more than 60% did. Some diets, such as 

those with more reported protein, showed 

greater discrepancies than others. 

The results suggest that “many studies 

of nutritional epidemiology that try to link 

dietary exposures to disease outcomes are 

founded on really dodgy data,” says bio-

logist and study co-author John Speakman 

of the University of Aberdeen and the 

Shenzhen Institute of Advanced Technology. 

The findings are significant given the large 

number of studies that rely on NHANES data, 

says Samantha Kleinberg, a computer scien-

tist at the Stevens Institute of Technology. 

Researchers can apply the new equation to 

check their own data sets, she says—though 

it may perform poorly for people with un-

usual energy requirements, such as athletes 

or pregnant people, and only detects misre-

porting indirectly.

Others are more critical. Walter Willett, 

a nutritional epidemiologist at the Harvard 

T. H. Chan School of Public Health, calls the 

study “flawed.” DLW measurements don’t of-

fer a precise view of energy intake, he says: 

They fluctuate in a person over time and are 

sensitive to physical activity. He argues that 

misreporting is not severe enough to distort 

diet-disease links in well-conducted studies.

In a statement, the U.S. National Cen-

ter for Health Statistics, which oversees 

NHANES, says underreporting in dietary 

surveys is well recognized, and its data are 

nevertheless “valuable and important.” It 

adds that NHANES “takes important mea-

sures to ensure high data quality” and pro-

vides tutorials for researchers about how to 

analyze the data.

Dietary surveys remain the best data 

available, says Lindsay Jaacks, a nutritional 

epidemiologist at the University of Edin-

burgh. She adds that DLW studies don’t re-

veal what people omit from survey responses. 

“We don’t know if the ‘missing’ food and 

drink is ultraprocessed food or fruit or lunch 

meat or yogurt or sugary milky coffees.”

Many researchers are developing methods 

to wean nutritional epidemiology off ques-

tionnaires, or at least complement them. 

Emerging techniques include photographic 

food diaries, where participants snap each 

meal and researchers estimate its content, 

and wearable cameras or motion and audio 

sensors to track consumption. Frost’s team 

and others are also working to identify bio-

markers in urine that could reveal how much 

of a particular food someone has eaten.

None of these methods are ready for 

largescale rollout. But equations like the one 

published last week could at least help nutri-

tional epidemiologists evaluate the impact of 

misreporting on their research, Frost says. He 

hopes more innovations will follow. “We’ve 

got to move on,” he says. “We’ve got to try and 

use new technologies to do better.” j
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People tend to underreport how much 

they eat, creating a challenge for researchers 

trying to link diet to health.

BIOMEDICINE 

Misreported meals skew nutrition research data
Survey-based studies linking diet patterns to health may be fatally flawed, paper suggests



By Brian Owens

J
ustin Trudeau’s announcement earlier 

this month that he will step down as 

Canada’s prime minister opens the 

way for a change of government that 

could have major implications for sci-

ence. Many research advocates have 

seen Trudeau’s Liberal government, which 

has been in power since 2015, as an ally. Now, 

they are anxious about what a government 

led by the Conservative Party, which is widely 

expected to win national elections later this 

year, will mean for issues ranging from cli-

mate change to science funding.

“One of the dominant narratives is that 

[the Conservatives] want to balance the defi-

cit, so this is not the time to be asking for 

new money,” says Sarah Laframboise, execu-

tive director of the science advocacy group 

Evidence for Democracy. “We should expect 

to see cuts.”

Many scientists welcomed the Liberal 

Party’s 2015 election victory. Running on a 

platform that promised to “value science 

and treat scientists with respect,” Trudeau 

unseated Conservative Stephen Harper, who 

had served as prime minister since 2006 and 

had drawn harsh criticism from Canada’s re-

search community. Scientists had protested 

Harper’s decisions to prevent government 

researchers from speaking to the press, 

cut funding for basic research, and cancel 

Canada’s long-form census, among other 

actions. Trudeau’s government quickly 

reversed course, reinstating the census, 

adopting a governmentwide scientific in-

tegrity policy that gave researchers greater 

freedom to speak to the press and the pub-

lic, and enacting a large boost to research 

funding in 2018. Trudeau also appointed a 

dedicated science minister and chief scien-

tific adviser.

Strains did develop, however. The govern-

ment appeared to believe it had accomplished 

its science goals and began taking the com-

munity’s support for granted, Laframboise 

says. “We got a lot of quick, visible wins,” she 

says. “But some of these have lapsed or fallen 

off the radar.”

The Liberal government did not sustain 

the 2018 funding boost, for example, and 

didn’t respond to requests to increase federal 

stipends for graduate students until 2024. In 

2019, it folded the science minister’s position 

into another portfolio and many government 

departments have not fully implemented 

their scientific integrity policies. And ambi-

tious plans to create a capstone organization 

to improve coordination among the nation’s 

main science funding agencies have gone no-

where. “We don’t have a national vision for 

science and research,” Laframboise says.

Researchers give Trudeau higher marks on 

health policy. One highlight was Canada’s re-

sponse to the COVID-19 pandemic, says Jim 

Woodgett, senior scientist at the Lunenfeld-

Tanenbaum Research Institute at Mount 

Sinai Hospital. Canada’s death rate, for ex-

ample, was lower than in the United States, 

the United Kingdom, and Sweden. Woodgett 

credits the government’s embrace of expert 

panels on infectious diseases and vaccines, 

which provided rapid, actionable advice. “It 

was quite remarkable,” Woodgett says. “I 

think that saved more than 100,000 lives.”

The Trudeau government was also effec-

tive in curbing greenhouse gas emissions, 

says Kathryn Harrison, a policy specialist at 

the University of British Columbia. “Since the 

1990s every government made bold promises 

and issued plans. But they never implemented 

any of the most effective measures and emis-

sions kept going up,” she says. “Trudeau’s was 

the first federal government that moved from 

promising to actually adopting policies.”

Those policies included revising the pro-

cess for assessing the environmental impact 

of major development projects, regulating 

methane emissions, setting clean electricity 

and fuel efficiency standards, and putting 

a price on carbon emissions. Those steps 

helped halt the rise in Canada’s emissions. 

However, the country “is not currently on 

track to meet our 2030 emissions targets, 

but we could be close,” Harrison says. She 

does fault Trudeau for encouraging Canada’s 

export of fossil fuels, such as by approving 

new shipping terminals for natural gas and 

expanding an oil pipeline.

A new Conservative government, ex-

pected to be led by longtime politician Pierre 

Poilievre, is likely to weaken or kill some of 

Trudeau’s climate policies. For example, a cap 

on emissions from the oil and gas sector that 

has not yet been finalized is likely dead. And 

Poilievre has pledged to scrap carbon fees 

charged to consumers, though related levies 

on industry—a powerful tool for lowering 

emissions—could survive, Harrison says.

A Conservative government’s science 

policies are less clear. Rick Perkins, the 

Conservative shadow science minister, did 

not respond to a request for comment. But 

Conservative leaders have traditionally put 

a priority on applied, not basic, research. It 

may fall to researchers to advocate for on-

going support for fundamental research, 

Woodgett says. “It’s incumbent on scientists 

to continue to make the case for investment, 

and we’ve got to be delivering value for that 

investment,” he says.

But advocacy is becoming risky business 

for scientists in Canada, Laframboise warns. 

Scientists who speak out on issues such as 

drug safety, diversity initiatives, and climate 

action face increasingly personal attacks, 

particularly from Conservative members of 

Parliament. Many say they are now scared 

of going public, Laframboise says. “These are 

polarizing conversations,” she says. “We don’t 

live in a world where sharing a piece of evi-

dence is neutral, we’re engaging in a process 

that is already polarized.”

Just how fractious Canada’s politics will be 

won’t become clearer until later this year. The 

Liberal Party will choose its new leader and 

prime minister on 9 March. A federal election 

must then be held no later than October, but 

could come sooner. j

Brian Owens is a journalist in St. Stephen, Canada.
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Canadian science girds for shift
Conservative Party expected to win elections later this year

SCIENCE POLICY

Canadian Prime 

Minister Justin 

Trudeau will leave 

office in March.
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A green hydrogen plant 

in Puertollano, Spain, is 

Europe’s largest.
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or the moment, production at North 

America’s largest plant making 

hydrogen with renewable energy 

stinks. At SoHyCal’s facility near 

Fresno, California, manure from 

more than 7000 cows at the Bar 20 

dairy ranch is channeled to a cov-

ered lagoon, where bacteria convert 

much of it to methane-rich biogas 

that’s run through fuel cells to generate 

electricity. Some of that power is shunted 

to SoHyCal’s electrolyzer, a railcar-size de-

vice that splits water into hydrogen and 

oxygen gas. The result: about 300 kilograms 

of “green” hydrogen a day, which is used 

to power a pair of Fresno city buses and a 

smattering of local hydrogen-fueled cars. 

This year, the plant will start to draw 

extra power from nearby solar farms, 

boosting output to 1 ton of hydrogen per 

day, says Pedro Pajares, who runs the U.S. 

offshoot of H2B2, the Spanish firm 

behind the project. But as for scal-

ing up beyond that, Pajares says, “I 

have worries.” 

Hydrogen is often touted as the fu-

ture of green energy, and the allure is 

clear. When burned or run through a 

fuel cell, the fuel produces water as 

exhaust, not carbon dioxide (CO2). It 

is energy-rich enough to drive semi-

trailer trucks, cargo ships, and other 

heavy-duty vehicles that are tough 

to power with batteries. And for 

many industrial processes requiring 

high-temperature reactions, such as 

fertilizer production and steel manu-

facturing, hydrogen is basically the 

only alternative to fossil fuels, says 

Kathy Ayers, a water electrolysis expert at 

Nel Hydrogen, a Norwegian electrolyzer 

producer. “Low-carbon hydrogen is abso-

lutely essential if we are going to address 

the climate crisis.” 

But if the scale of SoHyCal is any indica-

tion, that future remains a long way off. Ac-

cording to the International Energy Agency, 

the world needs to churn out more than 

300 million tons of green hydrogen annu-

ally if it is to have a shot at limiting global 

warming to 1.5°C by 2050. Yet today, op-

erating green hydrogen plants, mostly in 

Europe and China, produce just 1 million 

tons per year. “There is a big mismatch,” 

Pajares says.

Production is meager not because hydro-

gen is some exotic energy source. Manufac-

turers already produce some 97 million tons 

of it, largely to make fertilizer and refine 

oil. But almost all of it comes from steam 

methane reforming, which is far from green. 

It uses high-pressure steam to break apart 

methane—the main ingredient in natural 

gas—into CO2 and hydrogen. Every year, the 

process spews roughly 1 billion tons of CO2 

into the atmosphere—equivalent to Japan’s 

emissions—to make so-called gray hydrogen.

Green hydrogen comes instead from elec-

trolyzers powered by renewable electricity. 

As at SoHyCal, the devices turn out rela-

tively small volumes of hydrogen at high 

prices. But governments worldwide have 

begun a push to scale up green hydrogen 

production. Earlier this month, for exam-

ple, the U.S. Department of the Treasury 

finalized a $3 per kilogram tax credit for 

producers of green hydrogen. Meanwhile, 

researchers are trying to drive down the 

cost of electrolyzers—which accounts for 

roughly one-third of the cost of green 

hydrogen—and boost their efficiency. The 

U.S. Department of Energy (DOE) alone set 

aside $1 billion this decade to improve elec-

trolyzer technology. “The money is there,” 

Ayers says. “The issue is can we actually get 

systems installed.”

The cost of green hydrogen has already 

dropped this past decade from about 

$10 per kilogram of hydrogen (equivalent 

to $10 per 3.5 liters of gasoline) to about 

$5 per kilogram today. In 2021, DOE 

launched an “Earthshot” program aiming 

to drop the price to $2 per kilogram in 2026 

and $1 per kilogram by 2031, at which point 

it could compete with gray hydrogen. Among 

DOE’s targets: reducing the need for costly 

precious metal catalysts in many electro-

lyzers, improving the membranes at the 

core of the devices to enable faster and safer 

hydrogen production, and finding designs 

that work better with the variable electricity 

supply from solar and wind farms. “There is 

a lot of innovation coming,” says Shannon 

Boettcher, an electrolyzer expert at the Uni-

versity of California, Berkeley. “The trend 

is very similar to the march of progress in 

photovoltaics and wind power.” 

Making better, cheaper electrolyzers is 

not the only hurdle green hydrogen faces, 

Boettcher says. Hydrogen cannot be chilled 

and compressed easily, so it requires large 

pipelines and storage facilities. And powering 

the electrolyzers needed to make 300 million 

tons of hydrogen a year would require more 

than a terawatt of cheap renewable electric-

ity, more than all the solar and wind power 

currently installed worldwide. “A lot of things 

have to come together,” Boettcher says.

THE CHEMISTRY OF SPLITTING WATER is the 

easy part. It was first done by English sci-

entists more than 230 years ago. 

By the 1890s, engineers in France 

had built an electrolysis plant to 

produce hydrogen for military air-

ships. A few decades after that, 

hundreds of such plants, mostly 

powered by hydroelectric dams, 

were producing hydrogen to make 

ammonia fertilizer. But with the 

advent of steam methane reform-

ing in the 1930s, the cost of mak-

ing hydrogen plummeted. Green 

hydrogen was replaced with gray. 

Today, multiple electrolyzer 

technologies are vying to turn the 

hydrogen market green again. The 

most common and commercially 

mature version is known as an al-

kaline water electrolyzer (AWE). It works a 

bit like a battery. Two electrodes separated 

by a porous membrane are immersed in 

water containing an electrolyte that encour-

ages the movement of ions. Green electric-

ity fed to the negatively charged cathode 

splits water molecules into hydrogen mol-

ecules and negatively charged hydroxide 

ions. The hydroxide ions are drawn through 

the membrane to the positively charged an-

ode, where they react to form oxygen and 

a smaller amount of water. The membrane 

slows the commingling of the hydrogen and 

oxygen, which could otherwise combine ex-

plosively. Dozens of such cells are stacked 

side by side to create the overall electrolyzer.

An AWE’s main advantage is that the 

catalysts that coat the electrodes to speed 

up the water splitting can be cheap, such as 

nickel and stainless steel. But the approach 

Green hydrogen is key to decarbonizing the world. But the costly, finicky 
devices that make it need dramatic improvement  By Robert F. Service

At SoHyCal’s hydrogen plant near Fresno, California, biogas from manure 

powers fuel cells, which supply green electricity to electrolyzers.
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has limitations. If the supplied current 

drops sharply, as can happen with inter-

mittent renewable energy sources, extra 

hydrogen can diffuse across the membrane 

to the oxygen-producing anode, creating 

an explosion hazard. Another problem: An 

AWE’s electrodes typically can only handle 

relatively small currents. That means the 

electrodes must be large and, despite the 

cheap catalysts, costly to make significant 

amounts of hydrogen. 

Innovative tweaks could help. In a stan-

dard AWE, for example, the produced gases 

tend to form bubbles on the electrodes, 

which impede the splitting of additional 

water molecules. But in 2022, Gerhard 

Swiegers, a chemist at the University of 

Wollongong, and his colleagues came up 

with a new design that relies on a mem-

brane with a capillary design that wicks wa-

ter and electrolyte from the bottom of the 

cell up to electrodes on either side. Because 

the electrodes aren’t submerged in liquid, 

bubbles are no longer a concern. The design 

also allows the gases to be shunted off as 

soon as they are produced, reducing the risk 

of explosion.

Swiegers co-founded the startup Hysata, 

which has built lab-scale prototypes that 

demonstrate the superior efficiency of the 

capillary membranes. Whereas most AWEs 

require 50 to 53 kilowatt hours (kWh) of 

electricity to produce 1 kilogram of hydro-

gen, Hysata’s devices only need 41.5 kWh—

already beating an efficiency goal set for 

2050 by the International Renewable Energy 

Agency. “This is a giant leap in performance,” 

says Hysata’s CEO, Paul Barrett. In May 

2024, the company announced it had raised 

$111 million to scale up the technology. 

IF THE ALKALINE CELL is the current king of 

electrolyzer technology, then the proton ex-

change membrane (PEM) is the teenage chal-

lenger. In PEM cells, the action is reversed, 

beginning not at the cathode, but at the 

anode, which pulls electrons off water mol-

ecules to split them into oxygen molecules 

and protons. The protons travel through a 

membrane to the cathode where they meet 

up with electrons supplied by renewable 

electricity to create hydrogen molecules. 

The key difference from AWEs is the 

membrane. It isn’t a porous separator, but a 

dense, solid polymer, made up of spaghetti-

like molecules with chemical appendages 

that readily transfer protons across the mem-

brane like a bucket brigade. The membrane 

requires no liquid electrolyte and reduces 

hydrogen crossover. On top of all that, PEM 

designs can typically handle larger and more 

variable currents. That translates to smaller, 

potentially cheaper electrolyzers that can 

produce the same amount of hydrogen. 

But PEM electrolyzers also have their 

downsides. Higher electrical power ravages 

most metal catalysts. Further corrosion 

comes from the protons, which create highly 

acidic hot spots. To withstand these condi-

tions, PEM electrodes are coated in durable 

catalysts made with iridium—an extremely 

rare metal that’s twice as costly as gold. 

 “There is not sufficient iridium to grow [the 

industry],” says Pelayo García de Arquer, an 

electrolyzer expert at the Institute of Pho-

tonic Sciences (ICFO) in Barcelona, Spain. 

To make matters worse, the membranes 

are typically made from fluoropolymers—

so-called PFAS materials that persist in the 

environment and are being phased out in 

many countries.

Many groups are devising novel PEM 

membranes without fluorine, as well as 

electrodes that require less iridium. PEM 

cells usually rely on iridium oxide (IrO2). 

But recent theoretical work suggests the 

iridium in another compound, IrO3, is more 

reactive, potentially allowing chemists to 
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Unlocking green hydrogen
Electrolyzers can use green electricity to split water 

molecules into oxygen and hydrogen gas. All three major 

designs resemble a battery, with a pair of electrodes 

separated by a membrane. They can be expensive to 

build and ineffi  cient, requiring 50–60 kilowatt hours of 

electricity per kilogram of hydrogen. Three main types 

are vying to boost effi  ciency and lower costs.

Alkaline water
Alkaline water electrolyzers (AWEs)  
have been around for more than a century. 
But commercial interest has prompted 
recent improvements. 

PROS

• Mature technology

• Cheap catalysts

• Low capital costs

CONS

• Moderate effi  ciency, therefore large

• Can produce explosive gas mixtures

• Don’t work well with fl uctuating current

Proton exchange membrane (PEM)
Also decades old, PEM devices send ions in 
the opposite direction from AWEs, across a 
solid rather than a porous membrane. 

PROS

• Higher effi  ciency, therefore smaller

• Work better with fl uctuating current

• Work better with high currents

CONS

• Typically require costly iridium catalysts

• Membranes use “forever chemicals”

• Often higher capital costs

Anion exchange membrane
The latest technology, this electrolyzer 
combines features of both older designs 
and could lower costs. But it still must 
prove durable for decades.

PROS

• Doesn’t require iridium

• Effi  ciency could be high

• No “forever chemicals” in membranes

CONS

• Rapid membrane degradation

• May degrade with fl uctuating currents

• High current operation unproven
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use smaller quantities. Ryuhei Nakamura 

and his colleagues at the RIKEN Center for 

Sustainable Resource Science synthesized 

IrO3 and sprinkled it on top of a manganese 

oxide electrode coating, using just 4% of the 

iridium normally needed for PEM devices. 

Their electrolyzer churned out hydrogen at 

essentially the same rate as top IrO2 devices 

with no signs of degradation for more than 

3000 hours, the team reported last year in 

Science (10 May 2024, p. 666). “We are al-

ready working with companies to scale this 

up,” Nakamura says.

Other PEM researchers are looking to 

increase the durability and catalytic effi-

ciency of cheaper metals such as cobalt and 

tungsten, hoping to replace iridium alto-

gether. In June 2024, García de Arquer and 

his colleagues reported that pretreating a 

cobalt-tungsten catalyst in a basic solution 

helped shield it from acidic degradation 

and stabilized the metals in a more catalyti-

cally active arrangement. The upshot: The 

catalyst’s output jumped fivefold, to nearly 

that of iridium oxide.  “We have the high-

est current density and highest stability for 

noniridium catalysts,” says co-author Lu 

Xia, also at ICFO. Boettcher calls the results 

“quite remarkable” but notes the research-

ers still need to show the alternative cata-

lysts can match iridium’s ability to handle 

high electrical currents.

Both the cobalt-tungsten catalyst and 

RIKEN’s IrO3 version still have a lot to prove. 

To be commercially viable, water-splitting 

electrodes need to last about 10 years, and 

neither catalyst has been tested for more 

than a few months. “There could be some 

pixie dust that comes along, and this may be 

it,” Swiegers says of the new options. But for 

now, “iridium seems to be the only material 

that works long term with PEM.” 

LONG-TERM DURABILITY is also the main 

challenge for a third kind of water splitter, 

anion exchange membrane (AEM) electro-

lyzers. These emerging devices attempt to 

blend the best features of AWE and PEM de-

signs. Like AWEs, they ferry hydroxide ions 

produced at the cathode through a mem-

brane to the anode, and they do not need 

precious metal catalysts or a fluorine-based 

membrane. But like PEM devices, AEMs 

use solid membranes, designed to conduct 

hydroxide ions rather than protons. The 

combination could make them cheaper and 

able to handle the variable electricity sup-

ply from renewables.

The problem is that the oxygen-forming 

catalysts at the anode also promote reac-

tions that “chew through” the membranes, 

causing them to break down in weeks or 

months, says Paul Kempler, a chemical en-

gineer at the University of Oregon. But many 

labs are exploring ways to boost membrane 

durability. Germany-based Enapter, for ex-

ample, spikes the water with liquid electro-

lyte, creating an environment that prevents 

corrosion. Enapter CEO Jürgen Laakmann 

believes the tweak will enable membranes to 

last for a decade. “Our stacks will last as long 

as other stacks,” he predicts. 

Boettcher’s group has its own strategy 

for protecting the membrane: coating the 

anode with a thin layer of hafnium oxide. 

The coating allows hydroxide ions passing 

through the membrane to reach the anode, 

but, because it is an insulator, it blocks the 

electrical charges that tear apart the mem-

brane. In the 16 February 2024 issue of ACS 

Energy Letters, Boettcher’s team reported 

the hafnium oxide layer dramatically 

slowed membrane degradation. He calls 

the results “preliminary” but says that if the 

strategy works on a commercial scale, “this 

is a home run technology.”

GREEN HYDROGEN will need multiple home 

runs. Perhaps the biggest challenge the in-

dustry faces is the price of electricity, which 

makes up roughly two-thirds of the cost of 

green hydrogen, says Bryan Pivovar, who 

heads electrolyzer research at the U.S. Na-

tional Renewable Energy Laboratory. With-

out subsidies, a price of $1 per kilogram 

for green hydrogen is impossible at today’s 

electricity prices, no matter how cheap the 

electrolyzers get, Pivovar says. To reach 

$1 per kilogram, renewable electricity costs 

will need to fall by a factor of 10, according 

to a DOE green hydrogen road map. “We 

are reliant on the solar, wind, and utility 

industries to get the price of electricity 

down,” Ayers says.

Green hydrogen needs not only cheap 

electricity, but heaps more of it. The DOE 

road map says meeting a U.S. target of pro-

ducing 30 million tons by 2030 will require 

installing some 200 gigawatts of fresh re-

newable energy capacity, nearly double the 

installed U.S. solar capacity today. 

Even if all that happens, and green hydro-

gen starts to be copiously produced, manu-

facturers will face the challenge of storing 

it and shipping it to customers. For existing 

hydrogen users, such as oil refineries, ship-

ping and storage already adds at least $2 per 

kilogram to the cost of the gas, according to 

a December 2024 analysis in Joule by Har-

vard University’s Roxana Shafiee and Daniel 

Schrag. So, unless those costs drop as well—

or green hydrogen factories can be located 

close to customers—prospects for ubiquitous 

green hydrogen are dim. “Hydrogen may be 

the best way to decarbonize some sectors 

of the economy,” Schrag says. “But it’s a lot 

more expensive than people are portraying.” 

For now, all those realities help explain 

why SoHyCal is only bubbling out enough 

hydrogen to fuel two city buses. But Pajares 

believes green hydrogen has momentum. 

His company has already inked an agree-

ment to launch a similar demonstration 

facility in Michigan this year and has six 

other U.S. plants on the drawing board. 

“Green hydrogen is not a commodity yet,” 

Pajares says. But, he thinks, “it’s finally here 

to stay.” jP
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Hydrogen bubbles from an electrolyzer. Hundreds of millions of tons a year will be needed to meet climate targets.
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By Kimberly A. Rosvall

I
magine a power plant that produces 

electricity for all parts of a town. If the 

school needs more power than an empty 

store, for example, there need to be multi-

ple adjustments across the grid. This elec-

tric grid is analogous to the physiological 

system in vertebrates that supports the flow 

of steroid hormones from gonads to target 

tissues. On page 406 of this issue, Loveland 

et al. (1) describe the biological equivalent of 

a step-down transformer within the power 

lines that keeps the town running when de-

mands differ among end users. Working on a 

particular bird species, the authors connect 

testosterone-mediated adaptation in repro-

ductive traits to a single gene with an un-

expected pattern of expression in the brain, 

gonads, and the blood itself. These findings 

change what we know about how hormone 

levels can be controlled and how hormone-

mediated traits evolve.

In humans and most other vertebrates, 

testosterone is produced in the gonads (the 

testes in males), where it supports sperm 

production. Testosterone also travels in the 

bloodstream, affecting tissues that express 

testosterone-binding androgen receptors. 

This influences a range of traits, such as be-

havior, body size, and ornamentation. These 

multiple pleiotropic effects of testosterone 

can promote evolutionary change, but they 

can also impede evolution if the shifting 

of multiple traits at once introduces costly 

trade-offs (2, 3). By analogy, it may be di-

sastrous to pump high power throughout a 

town regardless of the needs of the end users. 

The power grid problem can be controlled by 

decreasing production at the power plant or 

installing step-down transformers at the end 

user to lower the voltage to usable levels. In 

vertebrates, this typically amounts to reduc-

ing testosterone production in the gonads or 

decreasing expression of androgen receptors 

in target tissues, respectively.

Loveland et al. studied the charismatic 

ruff (Calidris pugnax), a shorebird with an 

impressive degree of variation among males 

with respect to sexually selected behavioral 

and physical traits (4). “Independent” males 

sport showy plumage and aggressively de-

fend a display territory, where they court fe-

males. “Satellite” males are slightly less showy 

and less aggressive. They display alongside 

the more dominant independents and gain 

mates opportunistically. “Faeder” males look 

EVOLUTION

Adaptations in surprising places

P E R S P E C T I V E S

Testosterone is controlled while it circulates in the bloodstream

INSIGHTS
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like females; they are smaller, drabber, and 

lack the veritable mane of feathers around 

their necks. Thus, they are able to blend in 

with females to avoid aggression from other 

males. This allows them to mate covertly.  

Testosterone has been considered a poten-

tial driver of this trait variation, and indeed, 

independents have much higher testosterone 

levels than the other morphs (4). However, 

there is no gene for testosterone (it is not 

a gene product), and so it has been hard to 

pin down exactly how testosterone-mediated 

traits come about through genetic evolution. 

In vertebrates, testosterone is generated by 

a multienzyme pathway that converts cho-

lesterol into certain prohormones that even-

tually transform into active steroids such 

as testosterone or its close cousin estradiol. 

Classically, these gonadally sourced sex ste-

roids are considered the point of origin for 

many traits, especially behavior. Castrated 

chickens don’t strut or fight but do so after 

a testes transplant (5). Comparative analy-

ses link steroid levels in the blood to diverse 

traits across vertebrates (6). Behavioral dif-

ferences are thought to stem from neural sen-

sitivity to those hormones (7, 8), particularly 

in the brain. 

Loveland et al. observed that the ruff 

morphs do not differ in expression of the 

genes encoding the sex steroid receptors (an-

drogen and estrogen receptors) or in those 

encoding enzymes involved in testosterone 

production. Instead, the morphs differ in 

both sequence and expression of 17-beta hy-

droxysteroid dehydrogenase 2 (HSD17B2), a 

gene that encodes an enzyme that inactivates 

testosterone. The new gene variants (or de-

rived HSD17B2 alleles) originated from sepa-

rate chromosomal rearrangements, which 

occurred 3.8 million and 0.07 million years 

ago for faeders and satellites, respectively 

(4). Loveland et al. connect this single gene 

to morph differences in testosterone through 

multiple causal inferences. They modeled en-

zyme structure and affinity to testosterone, 

and tests in cultured cells showed that the de-

rived forms of HSD17B2 convert testosterone 

to an inactive metabolite at least twice as fast 

as the original version of the enzyme. The au-

thors also compared HSD17B2 sequences to 

those of other shorebird species and identi-

fied traces of past natural selection favoring 

the new variants in ruffs.

For the faeders and satellites, high levels 

of derived HSD17B2 gene expression were 

found in six behaviorally salient areas of the 

brain, which suggests that inactivation of 

testosterone explains the distinctive behav-

iors of these morphs. Most unexpectedly, the 

enzyme’s transcript was detected in the ruffs’ 

blood too. Nonaggressive morphs have three 

orders of magnitude more HSD17B2 expres-

sion than independents. This is presumably 

critical to how satellites and faeders achieve 

less testosterone in circulation than inde-

pendents (4) but have high testosterone in 

the testes, the latter of which is needed for 

sperm production. In essence, the power 

plant is generating a lot of power. But, the 

power line itself (the bloodstream) is acting 

as a step-down transformer, dialing down the 

testosterone before it can do much outside 

the gonads. 

The findings of Loveland et al. point to 

what may be an emerging “rule of life” for 

hormone-mediated traits or possibly all com-

plex traits—in evolution, each problem has 

many possible solutions. Endocrine systems 

can be modified in nearly endless ways to 

generate behavioral diversity (9), including 

adaptations outside the brain (10, 11). Lin-

eages can use distinct genomic architecture 

for externally similar traits (12, 13). Even the 

same trait can be regulated in different ways 

in males versus females (14) or in summer 

versus winter (15). That blood is not expected 

to circulate steroid-modifying enzymes like 

HSD17B2 underscores that a multi-tissu e “or-

ganismal” approach to understanding trait 

evolution is needed. Comparative approaches 

across diverse species are also key because 

nature has had billions of years to generate 

diverse solutions to all kinds of problems. We 

can harness this history of adaptation, lever-

aging diversity across the tree of life to de-

velop and test new biological rules, including 

those that may lie outside the canon of how 

we think adaptations (such as the ruff ’s dis-

tinct morphs) are built. When we inevitably 

encounter a result that defies expectations, it 

creates an exciting opportunity to ask why.        j
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Male ruffs have two nonaggressive morphs, including 

the satellite (shown) and faeder, both of which 

have evolved lower testosterone through enzymatic 

changes in the brain, testes, and blood.

CELL BIOLOGY

Decoding 
lysosome 
communication
Lysosome interaction 
with other organelles may 
be linked to pulmonary 
hypertension 

By Soni Savai Pullamsetti1,2,3 and 

Rajkumar Savai1,2,3

P
ulmonary arterial hypertension 

(PAH; group 1 pulmonary hyperten-

sion) is a fatal disease character-

ized by increased pressure in the 

pulmonary artery and extensive re-

modeling of all three vascular layers 

(endothelium, smooth muscle, and adven-

titia) of the pulmonary arterial wall (1). 

Dysfunction of the artery’s endothelium 

plays a central role in the development 

and progression of PAH, but the underly-

ing mechanisms are not fully understood. 

On page 376 of this issue, Harvey et al. (2) 

report that disrupted activity of lysosomes 

correlates with altered sterol metabolism in 

these cells, vascular inflammation, and dis-

ease severity. Furthermore, the study raises 

the question of how lysosomes communicate 

with different organelles in a cell in health 

and disease. Interactions between organelles 

are important for cellular homeostasis (3, 4) 

and when dysregulated can lead to cardio-

vascular disease, metabolic disorders, and 

cancer (5). Understanding the mechanisms 

of organelle communication could inform 

new preventive and therapeutic strategies 

for numerous conditions.

The lysosome is a membrane-bound or-

ganelle that is the central cellular hub for 

macromolecule catabolism, recycling, and 

signaling. The organelle  therefore plays a 

crucial role in cellular metabolism as well as 

in regulating immune responses by process-

ing antigens that activate immune cells (6). 

Disturbances in these functions can lead to 

the accumulation of undigested or partially 

digested macromolecules in the lysosomes 

or to impaired transport of molecules out of 

1Institute for Lung Health (ILH), Justus Liebig University, 
Giessen, Germany. 2Max Planck Institute for Heart and Lung 
Research, Bad Nauheim, Germany. 3Department of Internal 
Medicine, Justus Liebig University, Giessen, Germany. 
Email: soni.pullamsetti@mpi-bn.mpg.de
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the lysosome. This can result in a lysosomal 

storage phenotype and disease. Lysosomal 

dysfunction has been studied primarily in 

the context of inherited lysosomal storage 

disorders (LSDs), which are often associ-

ated with neurodegenerative, cardiac, and 

pulmonary abnormalities (6). In particular, 

rare, recessive, and loss-of-function genetic 

mutations that lead to LSDs are linked to 

pulmonary vascular disease. This includes 

mutations in subunits of vacuolar H+

adenosine triphosphatase (V-ATPase), a pro-

ton pump that acidifies intracellular vesicles 

such as lysosomes. These mutations lead to 

impaired lysosomal acidification and cause 

the PAH observed in LSDs such as Gaucher 

disease, Niemann-Pick disease, and Fabry 

disease (7). 

Harvey et al. discovered that a specific 

mutation in the gene encoding nuclear re-

ceptor coactivator 7 (NCOA7) results in a de-

ficiency of the receptor in pulmonary arterial 

endothelial cells and, consequently, an LSD 

phenotype and PAH. The authors noted that 

patients with this deficiency had poorer sur-

vival among patients with PAH. Harvey et al.

determined that NCOA7 binds to V-ATPase 

in pulmonary arterial endothelial cells and 

promotes lysosomal acidification and ste-

rol processing. NCOA7 deficiency disrupted 

sterol metabolism in the lysosomes of these 

cells, leading to the accumulation of oxy-

sterol and bile acids. These metabolites were 

associated with worsened mortality in PAH 

and drove the immune activation of human 

PAH endothelial cells and mice deficient for 

endothelial Ncoa7 or exposed to an inflam-

matory bile acid (see the figure).  

Lysosomal dysfunction can involve vari-

ous mechanisms to manifest the phenotypes 

seen in autoimmune and cardiovascular 

diseases. For example, in Gaucher disease, 

lysosome dysfunction in neuronal cells is as-

sociated with the activation of mammalian 

target of rapamycin complex 1 (mTORC1), 

a protein complex that localizes to the 

membrane of the endoplasmic reticulum 

(ER), where it regulates protein synthesis 

and protein stress responses (7). In athero-

sclerosis, defective lysosomal degradation 

in macrophages causes lipid accumulation 

in the organelle and activation of stress 

responses in mitochondria and the ER. It 

also activates the  inflammasome, a pro-

tein complex that turns on the produc-

tion of proinflammatory cytokines (8). The 

findings of Harvey et al. suggest that inter-

organelle interactions with lysosomes also 

occur in vascular endothelial cells to coor-

dinate metabolism and immune function. 

What is the nature of interactions be-

tween lysosomes and other organelles? 

Beyond physical interaction through 

membrane contact sites (3), fatty acid me-

tabolism may be a means of interorganelle 

communication. Free fatty acids generated 

in the lysosome can be exported to mito-

chondria, where they are oxidized, a process 

associated with cellular immune responses 

(9). Fatty acid oxidation supports the pro-

duction of acetyl–coenzyme A (acetyl-CoA), 

a-ketoglutarate (a-KG), and oxaloacetate. 

Acetyl- CoA and a-KG are further trans-

ported to the nucleus, where they regulate 

gene expression through histone acetylation 

and methylation, respectively (10). There-

fore, it is plausible that the lysosomal dys-

regulation observed by Harvey et al. affects 

mitochondrial fatty acid oxidation, which 

in turn affects histone methylation in the 

nucleus. This dysregulation contributes to 

the altered epigenetic profiles observed in 

endothelial cells and also other vascular 

cells in PAH (11). In support of this concept, 

acetyl-CoA, a precursor of fatty acids and 

cholesterol, regulates smooth muscle cell 

proliferation in the pulmonary arterial wall 

in PAH. This could be reversed by inhibit-

ing adenosine triphosphate (ATP) citrate ly-

ase, an enzyme that produces oxaloacetate 

Lysosome
NCOA7

NCOA7
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Acetyl-
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�KG
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Amino acids mTORC1
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Vascular remodeling
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Sterols
Fatty
acids
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Healthy conditions
The nuclear receptor NCOA7 also controls the acidification of lysosomes, a condition needed for sterol metabolism. 
The resulting fatty acids are oxidized in mitochondria, with potential effects on gene expression and cellular homeostasis.

Pulmonary arterial hypertension
When NCOA7 is deficient in lysosomes, fatty acid production and downstream effects decrease. This leads to the 
production of proinflammatory factors that may underlie disease severity.

������	�
���������
�
�����������KG, �-ketoglutarate; LDL, low-density lipoprotein; mTORC1, mammalian target of rapamycin complex 1; NCOA7, 
nuclear receptor coactivator 7; OAA, oxaloacetate; V-ATPase, vacuolar H+ adenosine triphosphatase.

Communication hub
Fatty acids generated in the lysosome may be a means of communication among organelles. In vascular 

endothelial cells, lysosomal dysfunction associated with a deficiency in the protein NCOA7 may trigger 

changes in the mitochondria and nucleus that lead to pulmonary arterial hypertension.
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By Carl P. Romao1 and Dominik M. Juraschek2

 C
hirality—the inability of an object 

to be superposed onto its mirror 

image—is important to biological, 

chemical, and physical processes. 

For example, amino acids and sug-

ars found in all living organisms 

are chiral, bearing a specific handedness 

(left or right) that affects the reactivity of 

the molecule. Crystals can also have inher-

ent chirality and exist as a pair of two dis-

tinct states that are mirror images of one 

another (enantiomers). Chirality of crystals 

is intimately connected to electromagnetic 

properties and dictates how light interacts 

with a material (1). However, modifying 

chirality in solids is challenging because it 

requires structural rearrangement. On page 

431 in this issue, Zeng et al. (2) report that 

light-driven vibrational motions of atoms 

produce chirality in an achiral material on 

a picosecond timescale. This is not only de-

sirable for advanced optoelectronic devices 

but also creates opportunities to explore 

complex physical phenomena in solids.  

Two different forms of chirality exist: 

geometric and motion-based (3). A helical 

object, such as a screw, has geometric chi-

rality in which the object cannot be super-

posed onto itself after a rotation followed 

by a reflection (no rotoreflection symme-

try). By contrast, motion-based chirality 

can exist in systems  that have an achiral 

geometry (its mirror image is identical to 

the original). When an achiral object spins 

or rotates in a helical pattern, its mirror im-

age is no longer symmetric because of the 

motion, making the dynamical system  chi-

ral. For example, circularly polarized light 

that spins around its direction of propaga-

tion exhibits motion-based chirality. This 

phenomenon is described by a combination 

of translational and rotational motions and 

hence by the linear and angular momentum 

of an entity.

OPTICS

Chirality à la carte
Light drives a fast switching between achiral and chiral 
states in a crystal 

Driving chirality on demand
Polarized light can cause achiral crystals to exhibit phonon chirality with distinct handedness. Circularly polarized 

light can generate synchronized atomic motion in a solid to generate chiral phonons. Zeng et al. experimentally 

demonstrate that linearly polarized light can displace atoms to produce geometrically chiral phonons in an achiral 

boron phosphate crystal.

1Section of Solid State and Theoretical Inorganic 
Chemistry, Institute of Inorganic Chemistry, Eberhard 
Karls University Tübingen, Tübingen, Germany. 2Department 
of Applied Physics and Science Education, Eindhoven 
University of Technology, Eindhoven, Netherlands. 
Email: d.m.juraschek@tue.nl

and acetyl-CoA, molecules that not only 

affect cell metabolism but also regulate 

histone acetylation and gene expression in 

the nucleus (12). Thus, it is plausible that 

dysregulation of sterol metabolism in lyso-

somes perturbs acetyl-CoA levels, disrupt-

ing sterol synthesis and histone acetylation 

in the nucleus, leading to vascular cell ab-

normalities. The as-yet-unknown functional 

role of oxaloacetate in mitochondria may be 

to influence lysosomes by regulating amino 

acid metabolism and the mTORC1 pathway 

in vascular cells (13). 

The findings of Harvey et al. suggest 

that lysosomal dysfunction might be re-

versed by activators of NCOA7, and this 

may be broadly effective in conditions be-

yond PAH across health and disease. Fur-

thermore, a combination of genomic and 

metabolomic testing for NCOA7 and oxys-

terols could offer an advance in diagnosis 

and prognosis. Other approaches include 

agents that boost lysosomal acidification, 

supplement lysosomal proteases (cathep-

sins), and block mTOR signaling (14). Tar-

geting the interorganelle interactions that 

underlie lysosomal dysfunction with meta-

bolic and epigenetic modulators could be 

another avenue for therapeutic exploita-

tion. Studies of other vascular beds and 

organs suggest a tissue-specific and vessel 

type–specific immunomodulatory role for 

certain subtypes of vascular endothelial 

cells (15). Whether these particular cells 

promote an immune response or immune 

tolerance in PAH remains to be elucidated. 

Important questions are how these endo-

thelial cell subpopulations can be identi-

fied, what interactions take place between 

the organelles in these cells, and how the in-

teractions can be therapeutically altered. j
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Motion-based chirality is also found in 

elementary excitations that arise when a 

material is excited to a state away from its 

equilibrium, such as phonons (collective 

vibrational motions of the atoms). “Chiral 

phonons” carry an angular momentum as-

sociated with rotational atomic motion 

and can couple to incident light and the 

electronic state of a solid (4). For example, 

circularly polarized light can generate syn-

chronized rotation of atoms in a solid. These 

atoms then act as tiny electromagnetic coils 

and produce a magnetic field 

on the nanoscale, which could 

be used in magnetic memory 

devices (5). Given these ob-

servations, the question of 

whether phonons can also 

exhibit geometric chirality re-

mains to be answered. 

Zeng et al. observed an in-

troduction of geometric chi-

rality in the achiral insulator 

boron phosphate upon irra-

diation with terahertz pulses. 

Displacement patterns of 

phonons in any achiral mate-

rial can temporarily transform its structure 

to a chiral one. This type of phonon mode, 

called “geometric chiral phonon,” breaks 

the symmetry of a crystal not by atomic mo-

tion, but by the instantaneous displacement 

of the atoms (6). However, it is challenging 

to move the average positions of the atoms 

away from their equilibrium positions. A 

simple atomic vibration transforms the 

crystal back and forth between the two en-

antiomeric states, and the crystal remains 

in its original achiral state on average. To 

resolve this, nonlinear interactions between 

phonons have been proposed to shift a crys-

tal into either of the enantiomeric states (6). 

Zeng et al. used pump-probe measure-

ments with a femtosecond time resolution 

to experimentally demonstrate this effect 

of nonlinear interactions, also known as 

phononic rectification, and the generated 

chirality. In this approach, the first beam 

of light (pump) excites phonons in a boron 

phosphate crystal to cause atomic vibration 

followed by the second beam (probe), which 

investigates the sample’s response. When 

the phonons were excited by the pump 

beam, the authors observed a rotation of 

the polarized probe beam. This polarization 

rotation, which is also called optical activ-

ity, is direct proof of light-induced chiral-

ity in a solid. To explain the light-induced 

chirality effect, Zeng et al. investigated the 

crystal structure of boron phosphate. With-

out light, the material was in an achiral 

state in which the crystal had equal sizes 

of right- and left-handed chiral structural 

units. Nonlinear excitation of geometric 

chiral phonons enhanced a specific chiral 

structural unit while suppressing the other 

(see the figure). This produced an enan-

tiomeric state with a distinct handedness 

in the material. Zeng et al. further dem-

onstrated selective generation of enantio-

meric states in the boron phosphate crystal 

by changing the polarization of the pump 

beam, which produced opposite rotations of 

the probe beam.

Although the light-induced chirality of 

boron phosphate has only a short lifetime, 

the mechanism presented by 

Zeng et al. could be used to 

drive long-lasting transitions 

between achiral and chiral 

states in various materials (7–

9). This could bring intrigu-

ing physical phenomena in a 

broad range of achiral crys-

tals, such as  polarized elec-

tron spin and phonon angular 

momentum currents, which 

have been primarily observed 

in chiral solids (10–12).

Chirality of molecules and 

supramolecular assemblies 

has been modified using circularly polar-

ized light (13). The study of Zeng et al. goes 

beyond small molecules and experimen-

tally demonstrates light-induced geomet-

ric chirality in a crystal. This  suggests  that 

light-induced geometric chirality could be 

a universal effect and directly applicable to 

hybrid systems, such as molecular crystals 

and surface chemical reactions . As detec-

tion (14) and quantification (15) techniques  

advance, the method of Zeng et al. could 

be used to provide fast switching between 

chirality states to control electromagnetic 

states of a solid and achieve ultrafast infor-

mation storage and processing.        j
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NEUROSCIENCE

Expanding the 
brain’s terrain 
for reward 
A previously unknown 
region in the brainstem 
controls dopamine activity

By Sten Grillner 

T
he neurotransmitter dopamine is 

central to most aspects of behavior 

in vertebrates, including humans, 

affecting mood, learning, and deci-

sion-making. The dopamine-releas-

ing neurons in the brain’s ventral 

tegmental area (VTA) are controlled by 

other brain structures that are activated 

in different contexts in which a rewarding 

stimulus is identified (1–3). The targets of 

VTA neurons include the striatum, pre-

frontal cortex, amygdala, and hippocam-

pus. On page 379 of this issue, Zichó et al. 

(4) report that neurons in the subventricu-

lar tegmental nucleus (SVTg) of the mam-

malian brainstem exert prominent control 

of dopamine neuron activity to reduce 

anxiety in a reward situation. Activation of 

these neurons in the mouse inhibited the 

lateral habenula, a brain region associated 

with depression. The findings suggest that 

neurons in the brainstem may play a  role in 

disorders such as anxiety and depression. 

Most neurons in the brain circuits that 

influence dopamine release are sponta-

neously active during resting conditions. 

This applies to the SVTg, the lateral haben-

ula, and the dopamine neurons in the VTA. 

From a control point of view, this is an 

advantage because the activity of a given 

type of neuron can be both up- and down-

regulated by different inputs. Thus, inhibi-

tion of the SVTg leads to a disinhibition of 

the lateral habenula, thereby increasing in-

hibition of dopamine neurons and decreas-

ing release of dopamine in the VTA.  

What is the behavioral impact of the 

SVTg? Zichó et al. found that when this 

region of the mouse brain was stimulated 

(optogenetically) during a place preference 

test, mice preferred the stimulated cham-

ber. Moreover, the next day when there was 

no stimulation, the mice still preferred the 

Department of Neuroscience, Karolinska Institutet, 
Stockholm, Sweden. Email: sten.grillner@ki.se

“This 
suggests that 
light-induced 

geometric 
chirality could 
be a universal 

effect…”
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chamber in which they were 

stimulated the day before. 

Clearly, the activation had a 

behavioral effect and resulted 

in a remembered preference. 

Activating neuronal projections 

from the orbitofrontal cortex 

(in the prefrontal cortex) to the 

SVTg had a similar effect to that 

of activating the SVTg directly 

(see the figure). In another 

context, mice tended to have a 

fear of an open field, but SVTg 

activation reduced this behav-

ior. The activation of SVTg can 

therefore be regarded as being 

anxiolytic (anxiety reducing). 

Zichó et al. also noted that 

mice appeared to perceive acti-

vation of the SVTg as a positive 

event. Each time the animals 

poked their nose into a specific 

opening, the SVTg was optoge-

netically stimulated, and the 

animals would actively seek to 

be stimulated. Such self-stimu-

lation for a reward has been ob-

served with other parts of the 

dopamine system (5). Further-

more, the mice remembered 

from one day to the next which 

nose port to select. 

What happens in the SVTg in 

a real reward situation, outside 

of experimental optogenetic 

activation? Zichó et al. showed 

in an anxiety-inducing situa-

tion (water deprivation) that 

when mice were given droplets 

of water with sugar dissolved, 

SVTg neurons became activated 

within a few hundred milliseconds after 

consumption as a direct result of the re-

ward. What about reward prediction? The 

authors observed that if mice were taught 

that they would receive a reward 2 sec-

onds after exposure to a specific signal, the 

animals could predict that the reward was 

coming ahead of the actual reward, fitting 

the  classical definition of reward predic-

tion (3). All experiments were performed 

on mice but based on the common expres-

sion of a marker molecule. Zichó et al.

concluded that the SVTg also exists in rats, 

macaques, and humans, and presumably 

can be considered a conserved hub at least 

in mammals. 

There are several structures that, in ad-

dition to the SVTg, influence the activity 

in dopamine neurons. For instance, strio-

somes comprise a specific compartment 

of the striatum that contains two types of 

GABA-mediated striatal projection neurons 

(SPNs)—those expressing D1 dopamine 

receptors that inhibit dopamine neurons 

directly and those bearing D2 receptors 

that project to other GABA-mediated neu-

rons in the globus pallidus externa. GABA 

(g-aminobutyric acid) is the primary inhib-

itory neurotransmitter in the brain. When 

activated, these GABA-mediated neurons 

target and disinhibit dopamine neurons in 

the VTA (6). The striosomes can also act 

through an excitatory relay onto the lat-

eral habenula, together with input from 

the prefrontal cortex and the SVTg (7). 

The lateral habenula also receives input 

from the hypothalamus and cortex (8) and 

is an evolutionarily conserved structure 

(7, 9). There are also direct inputs from 

brainstem circuits such as the peduncu-

lopontine nucleus that directly target the 

dopamine neurons. It is, however, clear 

from the study of Zichó et al. that the SVTg 

provides a substantial input that affects 

dopamine neurons under the experimental 

conditions used in their study. 

The overall activity of the 

brain’s dopamine neurons is 

shaped by a system of comple-

mentary networks. Notably, 

dopamine neurons are not one 

entity but rather are subdivided 

into at least seven subpopula-

tions that project to partially 

overlapping striatal and cor-

tical areas. These subtypes 

can most likely be selectively 

activated under different be-

havioral situations. The over-

all design of the circuits that 

control dopamine activity is, 

however, organized in a similar 

way with input and projection 

patterns in all vertebrates in-

vestigated, from the lamprey to 

mammals (10–12). Now a new 

member, the SVTg in the brain-

stem, has been added.

The SVTg appears to have 

all the classical elements of do-

pamine control and is likely a 

major contributor to the regu-

lation of dopamine neurons in 

mammals, including humans. 

It should be noted, however, 

that the experiments of Zichó 

et al. involved dopamine-pro-

ducing neurons in the VTA. 

The neurotransmitter is also 

released by neurons within 

the substantia nigra  pars com-

pacta,  regions of the brain that 

project preferentially to the 

dorsal  striatum and have been 

implicated in different aspects 

of behavior and the control 

of movement (13). Whether 

the SVTg also affects this region  is thus an 

open question. j
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Dopamine

VTA and SNc

The wider dopamine circuit in the brain
A complex circuit controls dopamine release from the VTA and susbstantia nigra pars 
compacta (SNc). This network includes neurons (striosomes) in the striatum. One 
neuron type inhibits dopamine neurons directly and a second signals through globus 
pallidus externa (GPe) neurons to stimulate dopamine release. Striosomes also inhibit 
excitatory neurons in globus pallidus interna (GPi) that target the lateral habenula.

Orbitofrontal
cortex
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habenula

SVTg

Hypothalamus

Striatum
(striosomes)

GPi

Cortex

Hypothalamus

Pedunculopontine 
nucleus

Superior colliculus 

GPe Interneuron

A new circuit 
The subventricular tegmental nucleus (SVTg) of the brainstem (in mice) contains 
neurons that control dopamine release from neurons in the ventral tegmental area 
(VTA). The ventral striatum is a major target region receiving those dopamine signals. 

Ventral
striatum

SVTg

Orbitofrontal
cortex

Lateral
habenula

Dopamine

Interneuron VTA

Dopamine control in the brain
A complex network of neuronal pathways across different brain regions controls 

the activity of dopamine-releasing neurons in the mammalian brain. Blue indicates 

GABA-releasing, inhibitory neurons (GABA, �-aminobutyric acid); red indicates 

glutamate-releasing, excitatory neurons; purple indicates dopamine-releasing 

neurons. Black arrows indicate additional input, whether excitatory or inhibitory. 



P
H

O
T

O
: 

M
A

V
O

/
IS

T
O

C
K

P
H

O
T

O

science.org  SCIENCE364    24 JANUARY 2025 • VOL 387 ISSUE 6732

By Cansın Arslan1, Edward H. Chang2, Siri 

Chilazi3, Iris Bohnet3,4, Oliver P. Hauser1,5

M
any organizations have shown in-

terest in increasing the diversity 

of their workforces for various rea-

sons. Collectively, they have spent 

millions of dollars and countless 

employee hours on diversity train-

ing. Yet, there is little empirical evidence that 

such training increases diversity in organiza-

tions (1, 2). Diversity training may be inef-

fective because it is commonly implemented 

in ways that are not conducive to changing 

behavior: It takes place far in advance of con-

sequential decisions and tends to be generic 

and not specific to the behaviors that organi-

zations may want to affect (e.g., hiring). Re-

sults of our large-scale field experiment in a 

global telecommunications and engineering 

firm show that behaviorally designed diver-

sity training can influence hiring decisions. 

This training increased the short-listing of 

women and nonnational applicants and in-

creased the hiring of nonnational applicants 

relative to business as usual. This proof of 

concept demonstrates that new approaches 

to diversity training can deliver results.

Although meta-analyses have found that 

diversity training can help people acquire 

knowledge about diversity issues (3), pre-

vious studies of the typical diversity train-

ings conducted in organizations have found 

largely null effects on behavior (4, 5). As 

such, for organizations interested in increas-

ing diversity, it might be reasonable to con-

clude that diversity training does not work, 

so they should instead invest their resources 

into other sorts of diversity initiatives.

But if training as thus far implemented 

has been largely ineffective, it is important to 

ask why. Research on decision-making may 

offer some clues: Past studies have shown 

that timeliness is critical for behavioral in-

terventions (6), that effects of prejudice-re-

duction interventions can decay quickly (7), 

that the decision context and appropriate 

authority figures matter for behavior change 

(8), and that making diversity salient can 

spur equity-enhancing decisions (9, 10). Yet 

in practice, organizational diversity trainings 

are typically created without following prin-

ciples of behavioral design (11). As a result, 

employees often participate in generic diver-

sity training at onboarding or as part of an 

annual process, without regard to when con-

DIVERSITY 

Behaviorally designed training 
leads to more diverse hiring
A field experiment provides a promising proof of concept

1Department of Economics, University of Exeter Business School, Exeter, UK. 2Harvard Businesss School, Boston, MA, USA. 3Harvard Kennedy School, Cambridge, MA, USA. 4Harvard Radcliffe 
Institute, Cambridge, MA, USA. 5Institute for Data Science and Artificial Intelligence, University of Exeter, Exeter, UK. Email: o.hauser@exeter.ac.uk
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Training was sent to hiring managers before 

they selected candidates to interview. 
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sequential workplace decisions—such as hir-

ing and promotions—occur, and the content 

may span myriad topics without focusing on 

specific decisions.

The company with which we partnered 

was interested in encouraging managers to 

hire more people from underrepresented 

groups. To have the best chance to accom-

plish this goal, the diversity training drew on 

principles of behavioral design (11). First, the 

training was timely: Hiring managers were 

asked to watch a 7-min diversity training 

video immediately before short-listing can-

didates (i.e., selecting whom to interview). 

Second, the content was tailored to hiring 

decisions: The training told managers to 

base their assessment on skills and to think 

about how to maximize the collective intel-

ligence of their team. It also asked managers 

to reflect on what perspectives and charac-

teristics were missing on their teams. Third, 

the training invoked appeals to authority 

and accountability: The video featured two 

senior executives of the company discussing 

these topics. Finally, the training explicitly 

affirmed that the company valued diversity 

and inclusion (e.g., by telling managers, “We 

want to be an organization that reflects the 

diversity of our society, both today and in the 

future. Try to bring someone into the team 

with a background, experience, or perspec-

tive that is currently underrepresented”).

In addition to the diversity training, in 

accordance with the company’s recommen-

dation, the field experiment also included 

another condition featuring a version of 

the training that did not explicitly mention 

diversity but focused on team effectiveness 

instead (hereafter referred to as the “effec-

tiveness training”). This condition allowed 

us to explore an alternative framing that 

did not make diversity explicit, potentially 

assuaging concerns around reactance to ex-

plicit diversity trainings (12). The content 

of the effectiveness training was similar to 

that of the diversity training (e.g., it was of 

similar length, it included the same senior 

executives, and the timing of the delivery—

i.e., before short-listing candidates—was the 

same), but it instead framed hiring people 

with different perspectives and backgrounds 

as being beneficial for team effectiveness, as 

opposed to making any explicit references to 

diversity or inclusion. For example, the effec-

tiveness training (versus the diversity train-

ing) asked managers to “reflect on what’s 

needed for the role but also what’s needed to 

build a more effective [versus diverse] team” 

and invited them to consider “building a 

high-performing [versus inclusive] culture,” 

respectively. Comparing these two condi-

tions allowed us to isolate the effect of mak-

ing salient both diversity and the company’s 

commitment to diversity in the training.

To test the effects of these different train-

ings, all hiring managers at the company 

(80% men; listing job vacancies across 110 

countries) were randomly assigned to one 

of three conditions before raising a job req-

uisition: the diversity training condition, 

the effectiveness training condition, or the 

no-treatment (“business-as-usual”) control 

condition [see fig. S1 in the supplementary 

materials (SM) for a depiction of our study 

design].

Prior research suggests that interven-

tions perceived as controlling or constrain-

ing can lead to backlash or reactance (12). 

Thus, watching the video was voluntary. In 

addition, we conducted intention-to-treat 

analyses (i.e., we analyzed hiring decisions 

for all 10,433 job requisitions raised by 3385 

managers in the experimental time frame of 

July 2022 through December 2022, regard-

less of whether the hiring manager watched 

the video), thereby avoiding self-selection 

issues and increasing the generalizabil-

ity of our results. For additional informa-

tion about the experimental conditions, 

the sample, our analysis strategy, and ro-

bustness checks, see the SM. Unless noted 

otherwise, all analyses were preregistered 

(AsPredicted no. 101182).

We examined the effects of the diver-

sity training on who was short-listed and 

who was hired. It was 12% (3.0 percentage 

points) more likely for a woman to be on the 

short list in the diversity training condition 

relative to the control condition [P = 0.008; 

95% confidence interval (CI) (0.008, 0.053)] 

(see the figure). However, we did not see 

significant effects of the diversity training 

on the likelihood that a woman was hired 

relative to the control condition (P = 0.100). 

The likelihood of short-listing and hiring 

female applicants in the effectiveness train-

ing condition was not significantly different 

from the control condition (P = 0.088 and P 

= 0.238, respectively) or the diversity train-

ing condition (P = 0.394 and P = 0.662, re-

spectively). For a breakdown of results, see 

table S2 in the SM.

We preregistered our intent to examine 

effects of the treatment on race or ethnic-

ity if the data were available. Collecting 

such data can be complicated for a multi-

national company because in some coun-

tries it is illegal to collect race or ethnicity 

data, whereas in others it is uncommon for 

people to disclose such information. In the 

end, the engineering firm could only make 

the nationality of job applicants available 

to us. A higher representation of nonna-

tionals and women was part of its internal 

equity, diversity, and inclusion (EDI) goals. 

Thus, we conducted non-preregistered 

analyses of whether a nonnational—that 

is, a job candidate who is a national of a 

country that is different from the country 

of the job opening—was short-listed or 

hired (using the same preregistered regres-

sion specifications and controls). It was 

13% (2.7 percentage points) more likely for 

a nonnational to be on the short list in the 

A proof of concept that diversity training can work 
The likelihoods that a female, nonnational, or female nonnational applicant was short-listed or was hired were 

highest in the diversity training condition. Likelihood estimates of conditions included preregistered control 

variables and fixed effects. Error bars represent 95% confidence intervals. See the supplementary materials for 

further details.
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diversity training condition relative to the 

control condition [P = 0.024; 95% CI (0.004, 

0.051)] (see the figure). The diversity train-

ing also increased the likelihood that a non-

national was hired by 20% (2.1 percentage 

points) relative to the control condition [P 

= 0.025; 95% CI (0.003, 0.040)]. Again, the 

rates of short-listing and hiring nonnation-

als in the effectiveness training condition 

were not significantly different from the 

control condition (P = 0.213 and P = 0.362, 

respectively) or the diversity training condi-

tion (P = 0.294 and P = 0.173, respectively).

In further non-preregistered analyses, 

we also examined treatment effects on the 

short-listing and hiring of people from 

multiple underrepresented groups—in our 

case, female nonnationals. It was 28% (2.1 

percentage points) more likely for a female 

nonnational to be on the short list in the 

diversity training condition relative to the 

control condition [P = 0.007; 95% CI (0.006, 

0.037)] (see the figure). The diversity train-

ing also increased the likelihood that a fe-

male nonnational applicant was hired by 

41% (1.2 percentage points) relative to the 

control condition [P = 0.018; 95% CI (0.002, 

0.023)]. The increase in short-listing in the 

diversity training condition was also sig-

nificantly higher relative to the effective-

ness training condition [P = 0.010; 95% CI 

(0.005, 0.037)], but it was not significant for 

hiring (P = 0.055). The effectiveness train-

ing condition was not significantly different 

with respect to short-listing and hiring rela-

tive to the control condition (P = 0.973 and 

P = 0.652, respectively).

The findings for nonnationals were not 

just driven by Europeans moving around Eu-

rope or Canadians being hired in the US. In 

further non-preregistered analyses, we found 

similar results when examining whether ap-

plicants from the Global South were short-

listed or hired (see table S3 in the SM).

We also conducted various heterogene-

ity analyses to explore potential modera-

tors. We found that the effects of diversity 

training were generally larger in higher-

income countries (see table S4 in the SM), 

in countries that have higher levels of gen-

der equality (see table S5 in the SM), and 

in the wealthy and relatively gender-equal 

headquarters country of the company (see 

tables S6 to S8 in the SM). We did not find 

significant moderation by individual char-

acteristics of the manager, such as manager 

gender or seniority (see tables S9 and S10 in 

the SM). These results suggest that there is 

considerable variation in response to diver-

sity training by country and cultural con-

text but not by individual factors.

The results of this field experiment show 

that a behaviorally designed diversity train-

ing can lead to consequential behavior 

change. Although the effect sizes on hiring 

were at times small in absolute terms, they 

were often large in relative terms (e.g., it was 

114% more likely for a female nonnational 

candidate to be hired in the headquarters 

country in the diversity training condition 

versus the control condition), which re-

flects low baseline rates of hiring members 

of historically underrepresented groups. 

In addition, our results were stronger in 

the headquarters country, where societal 

gender equality is high. It is plausible that 

diversity interventions work better when 

aligned with cultural norms (3) or that our 

intervention brought about higher levels of 

conformity among managers closer to the 

center of the organization. By contrast, the 

effectiveness training did not significantly 

affect short-listing or hiring compared with 

the control and did significantly worse for 

short-listing outcomes compared with the 

diversity training when looking at female 

nonnationals, consistent with past research 

showing that making diversity salient can 

spur equity-enhancing decisions (9, 10).

Because our goal was to test a behavior-

ally designed diversity training that con-

sisted of many differences compared with 

past trainings—including diversity salience, 

timeliness, task specificity, and the delivery 

by an organizational authority figure—we 

are unable to single out the specific active 

ingredient that led to the observed behavior 

change. It is possible that any, all, or some 

combination of these factors were neces-

sary to see our effects, and future research 

should experimentally isolate each of these 

factors. Our approach also made salient that 

managers were expected to contribute to an 

“organization that reflects the diversity of our 

society,” and, as such, managers may have re-

weighted the decision criteria ahead of their 

short-listing and hiring decisions or simply 

complied with a request from a senior leader 

(13).

The current research is a proof of concept 

that diversity training can work to change 

the diversity of hires, but its success relies 

on carefully considered design choices and 

the decision context. Although the outcome 

of interest in this study was demographic 

representation, we cannot exclude the pos-

sibility that the trainings also affected other 

outcomes, such as team performance, job 

satisfaction, or turnover. 

Going forward, we hope that researchers, 

policy-makers, and organizational leaders 

will invest in rigorous randomized con-

trolled trials (14) to study when and how 

diversity training can be implemented in 

ways that lead to actual behavior change 

across a wide range of relevant organiza-

tional outcomes. Such evidence might be 

particularly important at a time when the 

merits and impacts of diversity initiatives 

are debated. Many organizations have com-

mitted to broadening their representation 

and want to access the full range of the tal-

ent pool. Our research offers a practical tool 

for leaders interested in changing behavior 

to meet this commitment.        j
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By Tara Mulder

B
reasts, clitoris, hymen, womb—do 

these parts make a woman? In Im-

maculate Forms, historian Helen King 

shows how, throughout (mostly) West-

ern history, these four parts have both 

defined and complicated femaleness. 

King identifies medicine and its 

uneasy companion, religion, as the 

main constructors and gatekeep-

ers of sexed bodies. Consequently, 

many of her sources are medical 

and religious texts and images. 

But she also references anthropo-

logical writings; cultural produc-

tions, including artwork, poetry, 

novels, movies, and magazine arti-

cles; and cultural ephemera, from 

ancient Greece and Rome to today.

“People have always altered 

the raw material of bodies,” main-

tains King. Sometimes these al-

terations have taken expected forms: breast 

enlargements or reductions, mastectomies 

and hysterectomies for health or gender 

affirmation, and clitoridectomies to cur-

tail masturbatory impulses. But sometimes 

these alterations have been surprising. 

HUMAN ANATOMY 

In search of the female form

In the early 19th century, Princess Marie 

Bonaparte, great-grandniece of Napoleon, 

underwent voluntary surgery to have her 

clitoris moved closer to her vaginal opening. 

Her request came from research she herself 

had conducted, which showed that women 

with more than two and a half centimeters 

between their clitoris and vaginal opening 

had a difficult time “reach[ing] 

orgasm from vaginal sex.” 

King refuses to write either a 

narrative of progress “toward a 

‘now’ in which we know pretty 

much all there is to know” or a 

romanticized story of lost wis-

dom. Neither would be accurate. 

Instead, her history is one that 

loops forward and back around, 

goes off on tangents, drops the 

thread, and picks it up again. 

We can see this looping in the 

repeating history of “discover-

ing” the clitoris. Ancient Greek 

medical writers knew about the clitoris; they 

called it the “nymph” or the “myrtle berry.” 

But, in 1559, Italian anatomist Matteo Realdo 

Colombo announced that he had “discov-

ered” the clitoris—with his little finger, no 

less. Then, again, in 1998, urologist Helen 

O’Connell announced her discovery of the 

full, interior clitoris—a large erectile organ 

extending beneath the labia. But anatomy 

books from the late 19th century had shown 

this same thing. It was textbooks from the 

mid-20th century that depicted the clitoris 

as merely a little bud at the top of the vulva. 

In her 40 years of working on the history 

of the female body, King has toppled more 

than one beloved yet erroneous hypoth-

esis. In her 2013 book, The One-Sex Body on 

Trial, she mounted an eviscerating offensive 

against Thomas Laqueur’s evocative theory 

of a premodern “one-sex” body. She similarly 

challenged Rachel Maines’s story of the de-

velopment of the vibrator as a cure for hys-

teria, critiquing both Maines’s flawed thesis 

and her subpar research methods. 

King is meticulous and prolific. She has 

written with equal erudition and care about 

the ancient, medieval, and early modern pe-

riods. She brings this range and expertise to 

Immaculate Forms—plus more than a little 

humor. I laughed out loud when I read that, 

to her, an ancient Roman breast votive looks 

“very much like a baked potato.” 

But sometimes King’s precision gets in her 

way. There is a famous drawing of a uterus 

from anatomist Andreas Vesalius’s 1543 On 

the Fabric of the Human Body. As she has 

before, King here takes Laqueur to task for 

labeling this image “vagina as penis”—part of 

his evidence for the “one-sex” body. But King 

points out that, in Vesalius’s text, this image 

is “clearly labeled as a womb,” not a penis. 

Laqueur, she contends, is forcing an anachro-

nistic, modern interpretation onto the image. 

But the thing is, this image, which includes 

the vagina as well as the uterus, looks exactly 

like a penis. Here, King’s insistence on exact-

ness does not help her reader understand 

what a penile-looking vagina/uterus is doing 

in a 16th-century anatomy text. 

At times, too, this book could have used 

more organization. In the part on the hymen, 

King argues that, as important as the hymen 

has been throughout history, it has never 

been clear whether it is real or not. After 

reading the chapter, I was still left wonder-

ing whether the hymen is real or not (which 

perhaps was King’s point). But I would have 

liked a bit more scaffolding as I navigated 

this challenging material. 

King’s care, however, pays off in her 

thoughtful and inclusive attention to am-

biguously and trans-sexed bodies. One of 

the book’s main points is that repeatedly, 

throughout history and despite the best ef-

forts of medicine, religion, and culture, bi-

naries fall apart. “Femaleness” is not always 

clear, and it is not always distinguishable 

from “maleness.” Immaculate Forms is a mas-

terful achievement born from an impressive 

and influential career. j

10.1126/science.adu3681

Anatomical studies seeking to define sex and gender 

often lead to more questions than answers.

Bodies have long resisted easy categorization
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By Jonathan Wai

S
ociologist Philip Cohen’s new book, 

Citizen Scholar: Public Engagement 

for Social Scientists, argues that we 

need more scholars to join the public 

square. He is open about his personal 

political commitments as a “progres-

sive who favors liberal social policies” and 

argues that more scientists should be up 

front about theirs, rejecting the idea that 

academics are inherently apolitical. “Others 

might say my public political pronounce-

ments undermine not just my science but 

the reputation of sociology as a whole,” he 

writes. “I can’t prove they’re wrong. But I 

think the roles of citizen and scholar are ulti-

mately compatible.”

Cohen begins the book by discussing his 

personal experience using social media to 

engage with broad audiences during the 

COVID-19 pandemic. Twitter (now X) is 

where Cohen got his start on social media, 

although he has since left the platform. In 

its prime, he argues, academics, journalists, 

and political types all engaged with one an-

other on Twitter and thus reached multiple 

audiences. So far, he has not seen this repli-

cated on other platforms. 

Here, he reminds scholars to read more 

widely than they might otherwise be in-

clined, listen to and learn from people in 

other fields and the broader public, focus 

on contributing something unique to the 

conversation, collaborate, and ensure that 

their efforts contribute to new knowledge. 

Cohen argues that a citizen scholar’s work-

flow should focus not just on disseminating 

information but also on integrating broad 

sources of new information in a way that in-

forms subsequent scholarship. This strategy 

echoes earlier models for building better the-

ories that are more replicable and robust (1).

Next, Cohen argues that descriptive 

research has much to offer public policy 

[for a similar argument, see (2)], as many 

stakeholders are unlikely to appreciate 

complicated graphs and statistics. “Descrip-

tive empirical work sets research agendas, 

shapes media narratives, and informs stu-

dents and the public,” he insists. 

The book emphasizes open scholarship 

and open science, arguing that transparency 

and accountability are important to advanc-

ing science. Here, Cohen probes the inher-

ent tension between leaving one’s politics 

at the laboratory door and the need to be 

a spokesperson for one’s area of expertise. 

Next, he addresses peer review, observ-

ing that “in a recent year, there were almost 

14 million peer reviews of research articles 

conducted, requiring sixty-nine million 

hours.” He argues that, despite its flaws, 

peer review is important because it is a way 

for the public to know that information has 

been vetted by experts. Cohen includes in 

this discussion an argument in favor of pub-

lic review of articles that have already been 

published as a means to debunk and call 

out flawed scholarship.

Marketing is something all academics 

do. Most of us engage with our field peers—

in the past, people ordered “offprints” of 

their work and mailed the articles to col-

leagues—but increasingly, if we want to be 

cited and have a major impact, we need 

others to at least scan our work too. Cohen 

argues that social media is useful in this 

regard and that, for better or worse, it is 

now an important tool for scholarship and 

career advancement. When scholars choose 

not to engage in such forums, he reminds 

readers, others will fill the void.

“I want to urge a more open attitude to-

ward an activist orientation,” Cohen writes. 

Silence is not acceptable for the type of citi-

zen scholar he envisions—a vision that is 

seemingly at odds with the traditional aca-

demic values of institutional and personal 

neutrality (3).

 Cohen concludes by introducing readers 

to the public engagement “pentagulation,” 

which he defines as an interplay between 

peer review, open scholarship, one’s personal 

website, their social media, and interactions 

with the news media. Here he provides tips 

on how to engage with the public and how 

to maximize the impact of one’s scholarship.

Should academic scientists be openly po-

litical? Or should they instead focus their 

efforts on reducing the likelihood of their 

personal values biasing their research? 

When might public engagement do more 

harm and when might it do more good (4, 

5)? Cohen’s position is firm—our values are 

inherently inseparable from our science, 

and we must act accordingly. j
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of a typical large tree, which ranges from 

about 10 m for temperate forests to about 

20 m for tropical forests (8). To minimize 

other sources of uncertainty that increase 

at high resolution (9, 10), forest plots that 

include many trees should be at least 

0.25 ha (50 m) and ideally 1 ha (100 m) in 

tropical forests (11) and at least 0.1 ha in 

boreal and temperate forests (12). Maps 

should not be downscaled to higher spatial 

resolutions given that a map’s values and 

uncertainties are only meaningful at their 

original resolution. 

By adhering to these resolution guide-

lines, map users can make informed 

decisions about the data used to monitor 

forests as nature-based climate solutions, 

and map producers can make useful maps. 

Any satellite-based product should undergo 

rigorous and transparent validation before it 

is used for operational monitoring, includ-

ing the generation of forest-based carbon 

credits. Without aligning forest carbon map 

resolution with forest plot data, we cannot 

accurately quantify carbon in the forest or in 

the trees.

Laura Duncanson1*, Neha Hunka1, Tommaso 

Jucker2, John Armston1, Nancy Harris3, Lola 

Fatoyinbo4, Christopher A. Williams5, Jeff W. 

Atkins6,7, Brett Raczka8, Shawn Serbin4, Michael 

Keller9, Ralph Dubayah1, Chad Babcock10, Mark 

A. Cochrane11, Andrew Hudak12, George C. Hurtt1, 

proliferated from public agencies such as 

NASA and the private sector. These maps 

have tended toward ever-higher spatial 

resolutions. However, higher spatial resolu-

tions increase the uncertainties of carbon 

maps, rendering products at very high spa-

tial resolution largely meaningless for forest 

carbon monitoring.

Many new satellites can resolve fine 

features on the landscape, and even some 

individual trees outside forests (2), but 

this resolution (0.3 to 5 m) is too high for 

mapping forest carbon. Forest carbon has 

a natural resolution constraint: the size of 

an individual tree. To create these maps, 

tree data from the ground are required 

because there is no direct measure of tree 

carbon nor any way to accurately divide 

trees into smaller components from space 

(3). Typically, a plot the size of some desired 

mapping resolution is created in a for-

est, within which trees are measured and 

converted to carbon estimates, summed, 

and combined with satellite data to develop 

statistical models used to map forest carbon. 

It is not possible to map (or validate) forest 

carbon with meaningful accuracy at resolu-

tions higher than the area of the forest plot 

data used to create a map (4).

Because most carbon in a forest is stored 

in large trees (5–7), map resolutions should 

at minimum exceed the crown diameter 

Edited by Jennifer Sills

Editorial Expression 
of Concern
In the 4 June 2010 issue, Science published 

the Report  “FCHo proteins are nucleators 

of clathrin-mediated endocytosis” by W. M. 

Henne et al. (1). The editors and authors 

have been made aware of potential data 

integrity issues in several figures. We are 

alerting readers to this concern while we 

work with the institution and the authors to 

determine an appropriate course of action.

H. Holden Thorp 

 Editor-in-Chief, Science
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Spatial resolution for 
forest carbon maps
Forests are central to climate solutions 

(1), and transparent and accurate data on 

forest carbon stocks and fluxes are critical 

for scientists and decision-makers. Satellite-

based forest carbon maps have recently 

Incorporating measurements from individual trees, such as those taken by this scientist in Ghana, can increase the accuracy of forest carbon estimates.
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Tanzania’s effective 
trophy hunting laws
In their Letter “Stop elephant hunting in 

Tanzania borderlands” (19 July 2024, p. 

265), J. Poole et al. object to recent kill-

ings of elephants by trophy hunters on the 

grounds that the targeted animals were 

important to population sustainability and 

were part of a long-term research study in 

Kenya. Although we agree that this elephant 

population is crucial to species conservation, 

we consider only collared elephants to be 

under study, not the entire subpopulation 

or all elephants monitored, and we do not 

agree that the handful of elephants killed by 

trophy hunters puts the population at risk. 

Poole et al. also suggest that Tanzania should 

make exceptions to the United Nations 

(UN) Principle of Permanent Sovereignty 

over Natural Resources, essentially ceding 

management of the elephant population to 

Kenya, but the UN principle has no excep-

tions and applies universally and equally, 

unless a bilateral agreement has been estab-

lished and agreed upon by partner states.

Trophy hunting in Tanzania is well-

regulated and complies with the Convention 

on International Trade in Endangered 

Species of Wild Fauna and Flora (CITES). 

Tanzania’s conservative annual quota of 50 

elephants (1) for trophy hunting represents 

less than 0.1% of the country’s elephant pop-

ulation (2). Between 2018 and 2023, only 38 

elephant bulls were hunted in Tanzania (3), 

instead of the approved quota by CITES of 

300 elephants for the 6 years. Trained wild-

life officers, professional hunters, and village 

game scouts accompany trophy hunters and 

identify appropriate targets on the basis of 

age and sex (4). Hunters are permitted to kill 

only males with tusks that weigh at least 20 

kg or measure at least 160 cm (2). Although 

killing animals wearing collars or other-

wise marked for research is not formally 

prohibited, the accompanying professionals 

are trained to understand the importance of 

avoiding such animals as targets.

Poole et al. argue that the targeted “super 

tuskers” are important to population 

growth, but most mature bulls sire offspring 

starting at about 25 years old (5), and most 

super tuskers (elephants with tusks that 

weigh more than 45 kg each) are between 

45 and 55 years old (6) and are nearing the 

end of their natural life cycle of about 70 

years (7). Therefore, elephants approved 

as hunting targets have likely already been 

breeding for at least 20 years. If not hunted, 

such elephants are often killed in human-

elephant conflicts (8). Given that males 

gain in dominance rank as they age (9), old 

bulls prevent young bulls from breeding 

effectively. Therefore, trophy hunting allows 

young bulls to breed earlier, contributing to 

increased genetic diversity (5).

Trophy hunting benefits conservation 

and community development (10, 11). 

Revenue from trophy hunting accounts 

for 55.5% of the money that the Tanzania 

Wildlife Management Authority invests in 

conservation (12), whereas photographic 

tourism accounts for only 21.1% (12), 

Special Wildlife Investment Concession 

Areas (SWICA) account for 12.9%, 

and other sources (such as sport fish-

ing, resident hunting, and the Tourism 

Development Levy) account for 10.5% (12).

Elephants that are part of research stud-

ies provide important data for conservation 

and management, including information 

about reducing human-elephant conflicts. 

To help protect elephants under research, 

researchers in Kenya and Tanzania could 

alert one another when research elephants 

with GPS collars or known body markers 

(such as a broken or single tusk) move into 

another country. By sharing knowledge, 

countries can jointly monitor research 

elephants and save them from trophy hunt-

ers. Cross-border coordination framework 

laws have successfully improved cross-bor-

der biodiversity management in the Maasai 

Mara–Serengeti ecosystem (13).
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A path to US Tribal energy 
sovereignty
Native American Tribal lands are extraor-

dinarily rich with energy and mineral 

resources. A rapidly changing energy 

system, increasing energy demand, and 

energy-related national security impera-

tives present Tribes with a generational 

economic opportunity. If the federal 

government respects Tribal sovereignty, 

resource extraction and related projects 

such as natural gas development, power 

plants, and data centers on Tribal lands 

can help create economic prosperity. 

Tribes could benefit from choosing to 

become better networked and integrated 

into domestic and global supply chains.

Despite making up only 2% of the US 

land base, Tribal lands contain 50% of US 

uranium reserves (1) and enough wind 

and solar energy generation potential 

to produce $75 billion in project invest-

ment (2). Nearly all US reserves of critical 

minerals needed to manufacture batteries, 

wind turbines, and electric motors are 

on or near Tribal reservations, including 

97% of nickel, 89% of copper, and 79% of 

lithium (3).

Centuries of violence, colonialism, 

and systematic oppression by the federal 

government have deeply eroded Tribal 

sovereignty and trust (4). Laws such as 

the 1887 Dawes Act stripped land from 

Tribes, and the legacy of energy and 

mining on Tribal lands is rife with finan-

cial exploitation, human rights abuses, 

broken treaties, and dire environmental 

and health impacts (5, 6). Although pov-

erty and education levels have begun to 

improve in some cases, the pace and scale 

of these changes remain insufficient (7).

Tribes electing to engage in energy and 

mineral development on their lands face 

challenges with roots in these historical 

injustices. Bureaucracy and outdated federal 

regulations hinder Tribes’ ability to invest 

efficiently and effectively and impede their 

access to wider markets. Because scientific 

and economic resource analyses of Tribal 

lands are sparse, Tribes are often unaware 

of the scale of their opportunities. Limited 

organizational and technical capacity con-

strain Tribes’ ability to develop new projects 

and access government funds (8). Many 

Tribes lack the necessary administrative 

capabilities, institutions, and technically 

trained workforces to fully use the energy 

resources on their own lands (8).

To improve relationships and support 

vibrant Tribal societies, US federal and 

state governments must center Tribal 

communities’ desires, acknowledge his-

torical injustices (9), and support Tribes 

as they address skill gaps and expand 

workforces and infrastructure. Tribes 

must have the right to lead develop-

ment projects and ensure that jobs and 

economic opportunities remain within 

Tribal communities (10–12). In addi-

tion, Tribes must be empowered to apply 

their expertise, values, and traditional 

knowledge to resource development and 

infrastructure development.

Although challenges remain, col-

laborating to pursue mutually beneficial 

aspirations represents an important 

opportunity to improve relations between 

the US government and Tribal Nations. 

As an example, producing and refining 

critical minerals in Indian Country could 

support US energy and security goals as 

well as provide Tribal Nations and people 

with enhanced sovereignty and increased 

economic well-being. Development and 

incorporation into domestic and global 

supply chains (13) would give Tribes access 

to substantial revenue streams outside of 

gaming and tied to the modern economy. 

Tribes might then choose to invest their 

earnings and capital into a diverse portfo-

lio and take advantage of wider economic 

opportunities.
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A statue stands on Southern 

Ute Indian Tribal lands, 

home to sophisticated natural 

gas operations. 
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vanadium, cobalt, and nickel with 

additions of aluminum, tungsten, 

copper, and boron that show a 

yield stress up to 2.6 gigapascals 

and 10% strain before fracturing. 

The authors attribute the differ-

ent behavior to a combination of 

short-range ordering that is seg-

regated near the grain boundaries 

and the formation of L12 particles 

less than 10 nanometers in size 

that are dispersed in the grain 

interiors. —Marc S. Lavine

Science p. 401, 10.1126/science.adr4917

IMMUNOLOGY

Divide to conquer
the antibody pool
Antibodies, which are produced 

by B cells known as plasma cells, 

play a central role in adaptive 

immunity. MacLean et al. used 

mouse models to understand 

the cellular processes under-

pinning how cells producing 

high-affinity antibodies against a 

pathogen dominate the plasma 

cell population. After immuniza-

tion, B cells capable of producing 

BIODIVERSITY

Avoiding harms from 
climate mitigation
Nature-based solutions are 

increasingly part of the strat-

egy for achieving net zero 

carbon emissions to curb climate 

change. However, promoting tree 

growth in previously forested 

areas (reforestation) or unfor-

ested areas (afforestation) and 

planting bioenergy crops may 

help or harm biodiversity in the 

process. Smith et al. modeled 

projected vertebrate biodiversity 

responses to these land use 

changes in 2050. Although both 

strategies had positive effects 

on biodiversity by reducing 

climate change, local effects 

through habitat conversion 

were much stronger. Because 

most modeled species inhabit 

forests, forest growth had a 

mean positive effect, whereas 

bioenergy cropping had a mean 

negative effect. Reforestation 

can benefit many vertebrates, 

but models suggest that for most 

nonforest areas, doing nothing 

is better for biodiversity than 

afforestation or bioenergy crop-

ping. —Bianca Lopez

Science p. 420, 10.1126/science.adm9485

METALLURGY

High-strength alloys
that can still stretch
The techniques used to make 

ultrastrong alloys typically leave 

them unable to undergo much 

strain, thus making them brittle 

rather than ductile. Yan et al. 

found an exception to this pat-

tern in alloys primarily based on 

Artist’s depiction of

 optically induced 

chirality in a crystal
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NONLINEAR PHONONICS

Optically induced chirality

C
hirality is a topological property of a material and is usually fixed when the material is prepared. 

A material is chiral (or achiral) and remains so for all temperatures and thermodynamics 

conditions. A right-handed chiral state cannot be easily switched to a left-handed one. Zeng 

et al. identified a class of materials with compensated staggered chirality in which left- and 

right-handed chiral forms coexist within the same unit cell (see the Perspective by Romao 

and Juraschek). Application of ultrafast laser pulses induced a nonlinear excitation of the phonon 

modes, favoring the enhancement of one staggered chiral state over the other. Such light-induced 

chirality could be used to explore nonequilibrium physics in topological and correlated systems. 

— Ian S. Osborne  Science p. 431, 10.1126/science.adr4713;  see also p. 361, 10.1126/science.adv0319
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high-affinity antibodies prolifer-

ated more than those that would 

produce low-affinity antibodies. 

The proliferation was associated 

with the extent of help received 

from T follicular helper cells, 

but it was not dependent on 

sustained cell-cell interactions. 

Rather, plasma cells could retain 

their proliferative advantage 

outside of germinal center 

structures, with signals from the 

cytokine interleukin-21 promot-

ing cell division. —Sarah H. Ross

Science p. 413, 10.1126/science.adr6896

SOLAR CELLS

Stretchy and efficient 
organic blends
Stretchable organic solar cells 

for powering wearable devices 

have been achieved by blending 

a ductile donor semiconduc-

tor polymer with a plasticizing 

small-molecule acceptor to over-

come the inherent brittleness 

of the photoactive components. 

Wang et al. have shown that the 

acceptor actually enhances duc-

tility in the blend and maintains 

electron mobility despite its lack 

of crystallinity. Devices achieved 

a power conversion efficiency 

of greater than 16% and could 

maintain 80% of that efficiency 

at 80% strain. —Phil Szuromi

Science p. 381, 10.1126/science.adp9709

REPRODUCTION

Y are these genes 
necessary?
The mammalian Y chromosome 

is small, but it contains multiple 

gene families that are thought to 

play a role in spermatogenesis 

and are implicated in fertility 

defects. To systematically exam-

ine their functions, Subrini et al. 

used CRISPR-Cas9 to gener-

ate 13 different mouse models 

with deletions in individual Y 

chromosome genes and gene 

combinations implicated in 

human infertility. The authors 

then characterized the effects of 

each of their mutants on sper-

matogenesis, X-Y pairing, and 

other aspects of meiosis and 

the testis transcriptome. This 

study provides valuable insights 

IMMUNOLOGY

Gut microbiota instruct 
lung immunity
The microbes found within the 

gut play an important role in 

mammalian health by influ-

encing networks of immune 

cells throughout the body. 

Burrows et al. investigated 

how Tritrichomonas musculis, 

a species of protozoa that can 

form part of the commensal 

microbiome of mice, affected 

immune responses within the 

lungs. After transfer and coloni-

zation of T. musculis within the 

gut, type 2 innate lymphoid cells 

relocated from the intestine to 

the lung, where they interacted 

with B cells and CD4+ T cells to 

promote elevated numbers of 

eosinophils in the airways. These 

changes in lung immune cells 

were correlated with increased 

pathology in response to lung 

into the functions of key genes 

on the Y chromosome, and the 

mouse models are a resource 

for further research in this area. 

—Yevgeniya Nusinovich

Science p. 393, 10.1126/science.ads6495

NEURODEGENERATION

Tainted connections
The “amyloid cascade model” 

of Alzheimer’s disease suggests 

that plaques of amyloid beta 

(Ab) precede and trigger other 

pathological changes such as 

the spread of abnormal tau 

protein. However, how amy-

loid pathology influences tau 

pathology remains incompletely 

understood. Roemer-Cassiano et 

al. analyzed Ab and tau posi-

tron emission tomography and 

functional magnetic resonance 

imaging from the Alzheimer’s 

Disease Neuroimaging Initiative 

and found that the spread 

of tau is in part mediated by 

Ab-related increases in con-

nectivity between tau epicenters 

and brain regions that are 

vulnerable to tau accumulation. 

—Daniela Neuhofer

Sci. Transl. Med. (2025) 

10.1126/scitranslmed.adp2564

NEURODEGENERATION

Biotin for brain health
Manganese is essential for vari-

ous cell functions, but chronic 

exposure causes a neurodegen-

erative condition with symptoms 

resembling Parkinson’s disease. 

Lai et al. developed an adult fly 

model of manganese-induced 

Parkinsonism and found that 

altered metabolism of biotin 

(also known as vitamin B7) medi-

ated the metal’s neurotoxicity. 

Manganese exposure reduced 

the amount of “free” or bioavail-

able biotin, which resulted in 

neuronal loss and mitochondrial 

and lysosomal dysfunction in 

the brain and impaired motor 

function. Supplementing the 

flies’ diet with biotin alongside 

manganese exposure prevented 

these effects. These cellular 

effects were reproduced in 

cultured human dopaminergic 

neurons. —Leslie K. Ferrarelli

Sci. Signal. (2025) 

10.1126/scisignal.adn9868

COGNITION

“More” “Food”

F
or decades, researchers have been exploring the ability of 

nonhuman animals to learn to communicate in human ways. 

Although research continues across species, augmented 

interspecies communication devices (i.e., button soundboards) 

have proliferated among animal owners, especially those with 

dogs. Bastos et al. used a large database of data collected by such 

owners to explore whether buttons pushed by pet dogs reflect more 

than just imitation or a “Clever Hans” effect. Across more than 150 

dogs, button pushes were revealed to be nonaccidental, nonran-

dom, and not imitations of their owners’ pushes, demonstrating 

deliberate efforts by the dogs. Further, specific category combi-

nations were more common than would be expected by chance, 

particularly those related to food, play, their own names, and want. 

—Sacha Vignieri   Sci. Rep. (2024)  10.1038/s41598-024-79517-6

Dogs, like Bunny here, may use soundboards deliberately, 

not just to mimic their owners.

Edited by Corinne Simonti

and Jesse Smith
IN OTHER JOURNALS
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inflammation induced by house 

dust mite and bolstered protec-

tion against Mycobacterium 

tuberculosis. —Sarah H. Ross

 Cell (2024) 

10.1016/j.cell.2024.11.020

OPTOELECTRONICS

High-speed optical 
modulators on silicon
Enabling greater data rates over 

our communication networks 

will require the development of 

high-speed optical modulators 

with low power consumption 

and low cost. Although materi-

als such as thin-film lithium 

niobate or indium phosphide 

platforms are fast and efficient, 

their costs are high. Wang et al. 

show that thin lithium tantalate is 

a stronger contender in terms of 

cost because it is compatible with 

silicon-based integrated photon-

ics and can thus take advantage 

of the cost-saving, large-scale 

volume fabrication capability of 

the microelectronics industry. 

The authors demonstrate a 

100-gigahertz integrated optical 

modulator that can support 

transmission rates exceeding 400 

gigabits per second, showing that 

a lithium tantalate–based plat-

form is a highly promising option 

for next-generation communi-

cations network transceivers. 

—Ian S. Osborne

Optica (2024) 

10.1364/OPTICA.537730

MODEL ORGANISMS

Tagging crickets 
by CRISPR
To expand functional genetic 

studies in understudied insects, 

Matsuoka et al. established 

CRISPR/Cas9 genome-editing 

techniques in the two-spotted 

cricket, Gryllus bimaculatus. 

This hemimetabolous insect 

serves as a contrast to tradi-

tional model organisms such as 

Drosophila melanogaster. The 

study demonstrates successful 

gene knock-out and knock-in 

methods targeting genes such 

as Ultrabithorax (Gb-Ubx). The 

researchers achieved high effi-

ciency in mutating target genes, 

with 47.4% of injected crickets 

transmitting mutations to 

offspring. Targeting Gb-Ubx, they 

observed phenotypic changes 

in leg development, showcasing 

the potential of this technique for 

functional genetic studies. This 

approach increases 

the viability of G. bimaculatus 

as a model for investigating gene 

function across diverse insect 

species. —Di Jiang

Development (2025) 

10.1242/dev.199746 

CHEMISTRY

Confined carbons in water
Aqueous reactions of carbon 

dioxide (CO2) are closely linked 

to Earth’s carbon cycle and have 

implications for carbon capture 

and sequestration. However, 

it is challenging to capture the 

underlying mechanisms of these 

processes in the high-pressure 

and high-temperature conditions 

found in many geological environ-

ments. Li et al. combined ab initio 

molecular dynamic simulations 

with Markov state modeling and 

unsupervised machine learning 

to elucidate the complex reaction 

pathways of CO2 in supercritical 

water. In contrast to bulk solu-

tions that favored carbonation 

reactions between CO2 and 

water, extreme special confine-

ment of aqueous CO2 solution 

promoted anomalous stabiliza-

tion of pyrocarbonate ions, a 

critical intermediate for convert-

ing CO2 to carbonic acid. This 

could improve our understanding 

of carbon reactions in aqueous 

geofluids. —Sumin Jin

Proc. Natl. Acad. Sci. U.S.A. (2024)

 10.1073/pnas.2406356121

CONSERVATION

Galápagos dog control
Dogs have been abandoned 

on the Galápagos archipelago 

throughout its history of human 

contact, causing great harm to 

its endemic fauna. Spatola et 

al. conducted a genomic analysis 

of the current dog population of 

Isabel and Santa Cruz islands 

to investigate the impact of dog 

culling introduced in the 1980s. 

No genetic bottlenecks signaling 

that that the culling was effective 

were observed. Instead, despite 

legislation, it appears that there 

has been a more recent influx 

of dogs from South America, 

boosting the feral population. 

Targeted fertility control seems 

to be the only possible tool left 

that might effectively reduce 

the pressure of introduced 

canids on the Galápagos’ fragile 

ecosystems. —Caroline Ash

Curr. Biol. (2025)

 10.1016/j.cub.2024.10.079

PHYSICS

Emergent flow
Hydrodynamics is usually 

associated with the macroscopic 

properties of systems with many 

interacting particles. How big 

does a system have to be to 

exhibit hydrodynamic behav-

ior? To address this question, 

Brandstetter et al. studied the 

dynamics of interacting 6Li atoms 

confined to two dimensions. 

For a system of only 10 atoms, 

the researchers observed the 

signatures of so-called elliptic 

flow: Starting from an initial 

elliptic density distribution, the 

axes of the ellipsis flipped during 

the expansion of the system. This 

observation was contingent on 

the presence of interactions and 

suggests the emergence of fluid-

like behavior in this few-fermions 

system. —Jelena Stajic

Nat. Phys. (2025)

 10.1038/s41567-024-02705-8
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VASCULAR BIOLOGY

Lysosomal dysfunction and inflammatory sterol
metabolism in pulmonary arterial hypertension
Lloyd D. Harvey, Mona Alotaibi, Yi-Yin Tai, Ying Tang, Hee-Jung J. Kim, Neil J. Kelly, Wei Sun,

Chen-Shan C. Woodcock, Sanya Arshad, Miranda K. Culley, Wadih El Khoury, Rong Xie,

Yassmin Al Aaraj, Jingsi Zhao, Neha Hafeez, Rashmi J. Rao, Siyi Jiang, Vinny Negi, Anna Kirillova,

Dror Perk, Annie M. Watson, Claudette M. St. Croix, Donna B. Stolz, Ji Young Lee,

Mary Hongying Cheng, Manling Zhang, Samuel Detmer, Edward Guzman, Rajith S. Manan,

Rajan Saggar, Kathleen J. Haley, Aaron B. Waxman, Satoshi Okawa, Tae-Hwi Schwantes-An,

Michael W. Pauciulo, Bing Wang, Amy Webb, Caroline Chauvet, Daniel G. Anderson,

William C. Nichols, Ankit A. Desai, Robert Lafyatis, Mehdi Nouraie, Haodi Wu, Jeffrey G. McDonald,

Susan Cheng, Ivet Bahar, Thomas Bertero, Raymond L. Benza, Mohit Jain, Stephen Y. Chan*

INTRODUCTION: Vascular inflammation regu-

lates endothelial cell (EC) pathophenotypes, par-

ticularly in pulmonary arterial hypertension

(PAH). Dysregulation of lysosomal activity and

cholesterol metabolism causes inflammation,

but their relevance to PAH is unclear.

RATIONALE: Lysosomal acidification depends

on vacuolar H
+
adenosine triphosphatases (V-

ATPases).Nuclear receptor coactivator 7 (NCOA7)

binds to V-ATPases to control lysosomal func-

tion and is up-regulated in human ECs under

proinflammatory stimuli and in PAH lung tissue.

However, a mechanism that connects NCOA7

to vascular disease remains undefined.

RESULTS: In pulmonary arterial ECs and in

PAH, cytokine induction of NCOA7 preserved

lysosomal acidification and served as a ho-

meostatic brake to constrain inflammation.

Conversely, NCOA7 deficiency promoted ly-

sosomal dysfunction and production of pro-

inflammatory oxysterols and bile acids that

immunoactivated ECs. Mice deficient for en-

dothelial Ncoa7 or exposed to the bile acid 7a-

hydroxy-3-oxo-4-cholestenoic acid displayed

worsened EC immunoactivation and more se-

vere PAH. In humans, an unbiased,metabolome-

wide association study (n = 2756 PAH patients)

identified aplasma signature of the sameNCOA7-

dependent oxysterols and bile acids that was

associated with PAHmortality (P < 1.1 × 10
−6
).

Supporting a genetic predisposition to NCOA7

deficiency in genome-edited, inducible pluri-

potent stem cell–derived ECs, the intronic single-

nucleotide polymorphism (SNP) rs11154337

in NCOA7 regulated NCOA7 expression, lyso-

somal acidification, oxysterol and bile acid

production, and EC immunoactivation. SNP

rs11154337 was associated with PAH severity

through 6-min walk distance and mortality

in discovery [n = 93 patients, P = 0.009; hazard

ratio (HR) = 0.54, 95% confidence interval (CI)

(0.34–0.86)] and validation [n = 630 patients,

P = 2 × 10
−4
; HR = 0.49, 95% CI (0.34–0.71)]

cohorts. Using computational modeling of

small-molecule binding to NCOA7, we synthe-

sized an activator of NCOA7 that promoted

lysosomal activity, abrogated oxysterol gen-

eration, prevented EC immunoactivation, and

reversed rodent PAH.

CONCLUSION: We established a genetic and

metabolic paradigm that links lysosomal

biology and oxysterol and bile acid pro-

cesses to EC inflammation and PAH, thus

carrying implications for diagnostic and ther-

apeutic development.▪

RESEARCH
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Multidimensional analyses of genomic and metabolomic datasets in combination with experimental validation define a SNP-dependent role for NCOA7

in lysosomal activity, oxysterol and bile acid production, endothelial immunoactivation, and the development of PAH. UPMC, University of Pittsburgh

Medical Center; STRIDE, Sitaxsentan To Relieve Impaired Exercise; CH25H, cholesterol 25-hydroxylase; VCAM1, vascular cellular adhesion molecule 1.
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Rapid in silico directed evolution by a protein
language model with EVOLVEpro
Kaiyi Jiang†, Zhaoqing Yan†, Matteo Di Bernardo†, Samantha R. Sgrizzi, Lukas Villiger,

Alisan Kayabolen, B. J. Kim, Josephine K. Carscadden, Masahiro Hiraizumi, Hiroshi Nishimasu,

Jonathan S. Gootenberg*‡, Omar O. Abudayyeh*‡

INTRODUCTION: Protein engineering is a critical

tool in basic biology and medicine, but current

methods have multiple shortcomings. Directed

evolution is labor intensive, can get trapped

in local maxima, and is not compatible with

complex objectives. In silico optimization with

protein language models (PLMs) has some

power to predict functional mutations but

often fails to substantially improve function.

Emerging generative methods have shown

progress in engineering simple objectives,

such as binding, but cannot generalize to im-

prove diverse protein functions. We introduce

EVOLVEpro, a protein engineering method

that combines PLMs with few-shot active

learning on a regression model to augment

experimental directed evolution. EVOLVEpro

rapidly improves protein activity with sparse

experimental data, overcoming limitations of

current directed evolution and in silico pro-

tein engineering approaches.

RATIONALE: Protein language models, trained

across broad sequence diversity, learn emer-

gent properties from natural protein evolution,

but the relationship between model represen-

tation and protein activities is unclear. We

hypothesized that iterative experiments could

rapidly elucidate the relationship betweenPLM

embeddings and desired protein functions or

attributes, enabling directed optimization of

proteins towards desired goals. EVOLVEpro

interprets PLMs embeddings through a top-

layer regression model, learning the relation-

ship between sequence and experimentally

determined activities through an iterative active

learning process. The lightweight random forest

regression model can optimize multiple pro-

tein properties simultaneously during iterative

rounds of testing with as few as 10 experimen-

tal data points per round, enabling complex

multiobjective evolution campaigns and mini-

mal experimental setup.

RESULTS: EVOLVEpro outperformed zero-shot

methods in benchmarks across 12 deep muta-

tional scanning datasets, including epitope

binding, nucleic acid binding, and enzyme

catalysis. We used EVOLVEpro to engineer six

different proteins with diverse applications.

We improved the binding affinity two mono-

clonal antibodies by up to 40-fold, the indel

formation activity of a miniature CRISPR nucle-

ase by fivefold, the insertion efficiency of a prime

editor by twofold, the integration efficiency

of a serine integrase by fourfold, and the

transcription fidelity and mRNA quality of a

T7 RNA polymerase by 100-fold. We found that

EVOLVEpro predictions are substantially dif-

ferent and superior to predictions by the base

layer alone, underscoring the importance of

PLM interpretation by regressors and exper-

imental data. EVOLVEpro-nominated muta-

tions are distinctive from an evolutionary

perspective, insightful from a structural analy-

sis perspective, and based on iteration through

position-specific hypotheses explored across

rounds of evolution.

CONCLUSION: With high success rates at im-

provingprotein function, EVOLVEpro is advan-

tageous relative to existing protein engineering

methods. The model requires minimal initial

knowledge of the target protein and can op-

timize over multiple objectives that would

otherwise be inaccessible to typical directed

evolution approaches. These features make

EVOLVEpro well-suited for the engineering of

challenging proteins for both basic biology

and translational applications. The lack of co-

rrelation between base PLM and EVOLVEpro

predictions demonstrates the need for inter-

pretation of foundational models through

the lens of experimentation and suggests that

further hybrid approaches combining in silico

and experimental methods will increase our

capacity to engineer and understand protein

function landscapes across the diversity of life.▪
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EVOLVEpro focuses on activity landsape Traditional PLM focuses on fitness landscape

H
ig

h
er

 a
ct

iv
it

y

H
ig

h
er

 fi
tn

es
s

R
an

k

Biological activity Amino acids
sequences

Antibody drug Genome editing mRNA manufacturing

EVOLVEpro learns activity landscape for rapid in silico protein engineering. EVOLVEpro explores

functional landscapes rather than fitness landscapes, engineering diverse proteins, such as monoclonal

antibodies, genome editing machinery, and mRNA-producing enzymes, to high levels of activity.
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Highly multiplexed spatial transcriptomics in bacteria
Ari Sarfatis†, Yuanyou Wang†, Nana Twumasi-Ankrah, Jeffrey R. Moffitt*

INTRODUCTION: Many population-level bacte-

rial phenomena are driven by the heteroge-

neous decisionsmade by single cells, with rare

phenotypes playing critical roles in behaviors

such as stress response, antibiotic resistance,

and pathogenesis. In parallel, many bacterial

behaviors occur in complex, often structured

environments not well approximated by the

test tube. In this light, image-based approaches

to single-cell transcriptomics, with their ability

to provide transcriptome-wide gene expres-

sion within individual cells in the context of

native environments, have tremendous pro-

mise for the study of a diversity of microbial

questions. Unfortunately, these methods have

yet to be applied to bacteria.

RATIONALE: The central challenge is the mas-

sive density of RNAs within bacterial cells.

Image-based approaches to single-cell tran-

scriptomics require the resolution of fluores-

cent signals from individual RNA molecules

to identify them, yet the density of RNAswith-

in bacterial cells can be multiple orders of mag-

nitude too high for the resolution of individual

molecules with conventional microscopy. In

this study, we addressed this challenge by de-

veloping a bacterially optimized expansion

microscopy toolbox that allows the tunable

expansion of individual bacterial cells up to

~1000-fold in volume. We then combined these

expansionmethodswithmultiplexed error-robust

fluorescence in situ hybridization (MERFISH)

to create an image-based single-cell transcrip-

tomicsmethod,whichwecall bacterial-MERFISH,

capable of resolving large fractions of the bac-

terial transcriptome within single cells in a di-

versity of environments.

RESULTS:Webenchmarked bacterial-MERFISH

in log-phase Escherichia coli cells and demon-

strated the ability to expand cells either ~50-fold

or ~1000-fold in volume, which, in turn, allowed

the profiling of up to 80% of the E. coli trans-

criptome in single cells. Through measurements

of 97, 1057, or 1930 operons, we demonstrated

that bacterial-MERFISH is accurate and sen-

sitive and has high throughput. To demon-

strate its discovery potential, we first applied

bacterial-MERFISH to study the response of

E. coli to a switch in carbon source from glucose

to xylose. We found a notably heterogeneous

response, with individual E. coli cells progres-

sively exploring a variety of carbon-utilization

operons before expressing those associated

with the utilization of xylose.We next leveraged

the subcellular resolution of bacterial-MERFISH

to map the intracellular organization of the

E. coli transcriptome. We discovered a diver-

sity of spatial patterns that are globally shaped

by both the genome and proteome organization.

Finally, we used bacterial-MERFISH to profile

the spatial adaptation of a human gut com-

mensal,Bacteroides thetaiotaomicron (B. theta),

to the mouse colon. We found that B. theta ad-

justs its gene expression overmicrometer-scale

lengths, likely in response to the local avail-

ability of dietary or host-derived polysaccharides.

CONCLUSION: Collectively, thesemeasurements

demonstrate that bacterial-MERFISH is a high-

performance single-cell transcriptomicmethod

for bacteria. Given its combination of sensitiv-

ity, multiplexing, throughput, and spatial reso-

lution, we anticipate that bacterial-MERFISH

will be a powerful tool for exploring diverse

microbiology questions across a range of length

scales, including intracellular organization, spe-

cializationwithinbiofilms, dynamicsof antibiotic-

resistant persisters, host-microbe interactions

during pathogenesis, and interbacterial dynam-

ics within complex microbial communities. ▪
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Bacterial-MERFISH profiles

thousands of operons

in single cells in a range of

environments. Bacterial-

MERFISH overcomes the sub-

stantial density of bacterial

mRNAs with an optimized

expansion microscopy toolbox

that provides up to ~1000-fold

volumetric expansion of

individual cells. MERFISH

then charts the expression

of large fractions of the

transcriptome in hundreds

of thousands of cells,

providing insight into

bacterial single-cell

heterogeneity, the

intracellular organization

of the transcriptome,

and the adaptation of

bacteria to micrometer-scale

niches in the gut.
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Identification of the subventricular tegmental
nucleus as brainstem reward center
Krisztián Zichó, Boldizsár Zsolt Balog, Réka Z. Sebestény, János Brunner, Virág Takács,
Albert M. Barth, Charlotte Seng, Áron Orosz, Manó Aliczki, Hunor Sebők, Eva Mikics, Csaba Földy,
János Szabadics, Gábor Nyiri*

INTRODUCTION: Reward processing in the brain

is essential for guiding goal-directed behavior,

shaping motivational states, and regulating

mood. This process involves evaluating and

predicting the affective valence of stimuli (their

intrinsic quality as either goodorbad), a function

supported by an evolutionarily ancient subcor-

tical neural network. Dopamine release from the

ventral tegmental area (VTA) plays a central

role in decision-making, adaptive behaviors,

and facilitating memory formation, by linking

rewards to actions that yield positive outcomes.

The ventral tegmental area is tightly regulated

by the lateral habenula (LHb), a critical hub for

assessing and predicting the emotional value of

stimuli and mediating responses to negative

experiences. The balanced activity of the LHb-

ventral tegmental area axis is therefore crucial

formemory formation, prediction, and themain-

tenance of mental health.

RATIONALE: Negative events strongly activate

the LHb, but its overactivation can contribute

to anxiety and depression, underscoring the

importance of precise regulation. Conversely,

inhibiting LHb activity signals positive valence

and has shown therapeutic potential in treat-

ing depression, as evidenced by the effects of

deep brain stimulation and ketamine. Despite

decades of research, the primary inhibitory in-

puts to the LHb remain incompletely under-

stood. In this study, we identified a previously

uncharacterized brainstem nucleus beneath

the fourth ventricle, which we named the sub-

ventricular tegmental nucleus (SVTg). This nu-

cleus provides abundant inhibitory innervation

to the LHb. To investigate the role of the SVTg in

reward processing, we employed amultidiscipli-

nary approach, including cell type-specific viral

tracing,monosynaptic rabies tracing, single-cell

RNA sequencing, in vivo and in vitro electro-

physiology, fiber photometry, and optogenetic

behavioral experiments.

RESULTS: We discovered that the SVTg is a

g-aminobutyric acid (GABA)-ergic inhibitory nu-

cleus receiving inputs from regions involved in

valence, salience, and memory processing. The

SVTg provides the largest purely inhibitory in-

puts to the LHb and inhibits several other brain

regions linked to negative experiences (Fig. A).

The SVTg is activated by reward and reward-

predicting cues (Fig. B) but not by neutral envi-

ronmental stimuli, and it can regulate reward

location memory. SVTg stimulation induced

a positive motivational state, place preference,

reduced anxiety, and triggered reward-related

dopamine release in the nucleus accumbens,

highlighting its role in reward processing.When

given the opportunity, mice self-stimulated the

SVTg (Fig. C), suggesting its role in reward-

seeking behavior. Conversely, SVTg suppres-

sion caused place aversion and increased fear.

Associational cortices, including the anterior

cingulate and other prefrontal cortical regions,

target the SVTg. The orbitofrontal cortex (OFC)

signals positive valence through the SVTg,where-

as serotonergic neurotransmission activates it

through distinct mechanisms. Precisely timed

SVTg activity prevents excessive fear responses.

Our genetic analysis identified selective pro-

tein markers for the SVTg, enabling its local-

ization in the brainstem across mice, rats,

monkeys, and humans.

CONCLUSION: Our study identifies the SVTg as
a GABAergic inhibitory brainstem reward cen-

ter that integrates inputs from prefrontal cor-

tical and subcortical regions to process affective

valence. It controls several brain areas associated

with negative emotional states, including the

LHb. The SVTg plays a critical role in continu-

ously regulating the brain’s valence circuitry,

signaling reward and preventing overactivation

of aversion circuits during negative events.

Given its evolutionary conservation across spe-

cies, understanding the function and poten-

tial dysfunction of the mammalian SVTg may

provide valuable insights into emotional and

fear-related disorders such as anxiety, depres-

sion, and possibly addiction.▪
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OCEAN CARBON

Antarctic krill vertical migrations modulate
seasonal carbon export
A. J. R. Smith*, S. Wotherspoon, L. Ratnarajah, G. R. Cutter, G. J. Macaulay, B. Hutton,

R. King, S. Kawaguchi, M. J. Cox

INTRODUCTION: Antarctic krill (Euphausia

superba) is among themost abundant animals

on the planet (between 117 and 379 million

tonnes). Krill play a vital role in the biol-

ogical carbon pump—a biologically driven

mechanism that sequesters carbon to the deep

ocean—by consuming phytoplankton in the

upper water column and producing fast-sinking

fecal pellets which sink to the seafloor. Sinking

particles, including carbon-rich fecal pellets,

are vulnerable to degradation through frag-

mentation, reingestion, dissolution into the

surrounding seawater, or bacterial reminer-

alization. This means that not all of the mate-

rial consumed by krill in the upper ocean is

exported to deeper depths, and some of the con-

sumed carbon is returned to the upper ocean.

Vertical migration, a behavior common to krill

andmany zooplankton and fish species world-

wide, is believed to increase the efficiency of

the biological carbon pump by actively trans-

porting particulate organic carbon consumed

by organisms in the upper ocean directly into

the mesopelagic zone (waters deeper than

200 m) with minimal degradation.

RATIONALE: Active acoustic techniques using

ship-based echosounders are commonly used

to observe vertical migration patterns. How-

ever, when observing krill and zooplankton,

sound attenuation restricts these observa-

tions to the upper 250 m of the water col-

umn. Moreover, impenetrable Antarctic sea

ice prevents access by ships to important

krill habitats in winter, limiting the sea-

sonal resolution of vertical migration obser-

vations. A lack of observational data means

that few global climatemodels include vertical

migration as a mechanism for carbon export

or models rely on broad assumptions with

little exploration into seasonal variability.

The exclusion of vertical migrations has been

suggested to have considerable influence

on the accuracy of carbon export estimates

by global climate models. Using echosounder

observations from a seafloor lander in East

Antarctica coupled with a numerical mod-

el, we explore how observed patterns in

vertically migrating krill contribute to the

total particulate organic carbon flux across

a full year.

RESULTS: An upward-looking echosounder

positioned at 385-m depth on the continental

shelf of Prydz Bay provided full water column

high-resolution observations of krill density and

depth every 7 min for a full year. Video camera

footage captured Antarctic krill swarming

around lights on the lander close to the sea-

floor with fecal pellets produced at depth. Over

the year of observations, one-quarter of the krill

population participated in vertical migrations

between shallower epipelagic waters (<200m)

into deeper mesopelagic waters (>200 m).

Krill were observed to typically complete one

full cycle of vertical migration per day, and the

amplitude of these migrations were highly sea-

sonal. In summer, vertical migrations were

restricted to the upper 100 m, giving krill an

opportunity to graze on the phytoplankton.

The greatest fraction of krill migrating into

mesopelagic waters occurred in winter (when

surface primary productivity was lowest), where

krill performed full water column migrations

from the surface to the seabed. Consequently,

nonmigrating krill exported 8.4 mg C m
−2

day
−1
from sinking fecal pellets released in the

upper water column, whereas migrating krill

injected considerably less particulate organic

carbon (1.3 mg C m
−2

day
−1
) into the meso-

pelagic zone over a full year. Carbon injection

bymigrating krill was highly seasonal, with the

largest contributions to carbon flux in winter

(when a greater proportion of migrating krill

were present), but overall vertical migration

contributed less than 10% of the total krill

particulate organic carbon flux.

CONCLUSION:Our observations showhigh sea-

sonal variability in krill diel vertical migration

patterns with almost no migration occurring

into the mesopelagic during summer. Model-

ing results suggest that previous estimates of

carbon injection by migrating krill, which

are based on assumed rather than observed

vertical migration behavior, have been over-

estimated and that the Antarctic krill migrant

pump has a minor contribution to particulate

organic carbon export. This contradicts estab-

lished theories on the value of vertical migra-

tion to the biological carbon pump. However,

increased attention is required to resolve

changes to krill grazing behaviors and at-

tenuation processes such as bacterial reminer-

alization that are likely to affect carbon export

and potentially influence the effect of vertical

migration on the downward flux of carbon to

deep waters.▪
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Lights, camera, krill. East Antarctic mooring reveals hidden behavior of Antarctic krill on the seafloor

with acoustic observations used to explore year-round vertical migration patterns and particulate organic

carbon sequestration by this important species. P
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SOLAR CELLS

Mechanically robust and stretchable organic solar
cells plasticized by small-molecule acceptors
Zhenye Wang1†, Di Zhang1†, Lvpeng Yang1†, Omar Allam2,3, Yerun Gao1, Yang Su2, Meichen Xu1,

Songmin Mo4, Qinghe Wu4*, Zhi Wang1, Junfeng Liu1, Jiayi He1, Rui Li1, Xingwang Jia1, Zhilin Li1,

Long Yang1, Mark D. Weber2, Yu Yu1, Xinliang Zhang1, Tobin J. Marks5,6, Natalie Stingelin2,

Josh Kacher2, Seung Soon Jang2*, Antonio Facchetti2,5,6*, Ming Shao1*

Emerging wearable devices would benefit from integrating ductile photovoltaic light-harvesting power sources.

In this work, we report a small-molecule acceptor (SMA), also known as a non–fullerene acceptor (NFA),

designed for stretchable organic solar cell (s-OSC) blends with large mechanical compliance and

performance. Blends of the organosilane-functionalized SMA BTP-Si4 with the polymer donor PNTB6-Cl

achieved a power conversion efficiency (PCE) of >16% and ultimate strain (eu) of >95%. Typical SMAs

suppress OSC blend ductility, but the addition of BTP-Si4 enhances it. Although BTP-Si4 is less crystalline

than other SMAs, it retains considerable electron mobility and is highly miscible with PNTB6-Cl and is

essential for enhancing eu. Thus, s-OSCs with PCE > 14% and operating normally under various

deformations (>80% PCE retention under an 80% strain) were demonstrated. Analysis of several

SMA-polymer blends revealed general molecular structure–miscibility–stretchability relationships for

designing ductile blends.

W
earable optoelectronic devices (e-

wearables) comprising stretchable

transistors (1–3), displays (4–6), and

sensors (7–11) remaining operational

under mechanical deformations are

of great interest. Their powering components

occupy a large physical space of these devices

and limit overall conformability and robust-

ness. Organic solar cells (OSCs), comprising

donor and acceptor semiconductor blends,

are promising power sources for e-wearables

given their mechanical flexibility and stretch-

ability, light weight, and solution process-

ability (12–15). State-of-the-art rigid OSCs on

glass have achieved power conversion effi-

ciencies (PCEs) surpassing 20% (16–19). How-

ever, stretchable OSCs (s-OSCs) adhering to

arbitrary surfaces require accommodating

much larger deformations (strain e > 30%)

than bending have rarely been reported

(20–22).

Developingductile organic photoactive blends

remains challenging for several reasons. Poly-

mer donors have a p-conjugated backbone and

strong intermolecular p-p interactions, promote

light absorption or hole transport and crystal-

linity, but suppress ductility (23). Bulk hetero-

junction (BHJ) photoactive layers consist of the

donor and acceptor, and the interactions of do-

nor and acceptor also determine film properties.

However, all existing small-molecular accep-

tors (SMAs), including fullerenes, non–fullerene

acceptors, and polymerized SMAs (P-SMAs),

are brittle (ultimate strain eu < 5%) (24, 25).

Various insulating [i.e., polydimethylsiloxane

(PDMS) and styrene ethylene butylene styrene

(SEBS)] (26–28) and ductile semiconducting

(29–32) polymers have been incorporated as a

ternary component to increase blend eu values.

Although photoactive materials design has

historically emphasized increasing PCE, the fo-

cus has recently expanded to enhancing mecha-

nical properties (33–35). Unfortunately, to date,

the greatest stretchability for high-performance

blends remains <33% (33–36). Aside from lack-

ing intrinsic stretchable photoactive blends,

the efficiency of current s-OSCs lags far behind

those of rigid and bendable devices (37, 38),

and, despite pioneering progress (25, 39), simul-

taneously achieving efficient (PCE > 10%) and

mechanically stretchable (eu > 30%) s-OSCs

remains an unsolved challenge.

In this work, we report a new organosilane-

functionalized SMA (BTP-Si4) blended with a

ductile polymer donor (PNTB6-Cl) for stretch-

able blend films and solar cells (structures,

Fig. 1A). Equally as notable, comparison of

traditional (e.g., Y6-like) and new (BTP-Si4–like)

SMA families provides new understanding of

the interplay betweenphotoactivematerialmo-

lecular structure, donor-acceptor miscibility,

achievablemechanical properties, and perform-

ance under deformation.

Materials and photovoltaic performance in

rigid solar cells

We first compared the properties of BTP-Si4

and Y6 blends with the ductile donor polymer

PNTB6-Cl (Fig. 1A). Their synthesis, optical

absorption, and energetic characteristics are

reported in the supplementary materials

(figs. S1 to S3 and table S1). BTP-Si4 has the

same conjugated core-IDC end groups of Y6

but isN-functionalized with a (4-butyl)diheptyl

(methyl)silyl substituent. BTP-Si4 single-crystal

structure (Fig. 1B) indicated formation of

three packing types, typical of high-efficiency

SMAs. However, because of the elongated and

bulkyN-sidechains, BTP-Si4 exhibited a larger

core-core p-p stacking distance of 3.57 Å (type

III) than Y6 (3.36 Å), which suppressed exces-

sive aggregation. The synergistic effect of

branching and extension of BTP-Si4 side-

chain combined with silane incorporation bal-

anced SMA aggregation and three-dimensional

(3D) charge transport (40, 41) as well as op-

timized the miscibility with the donor poly-

mer for simultaneously enhancing ductility

and device efficiency.

We first evaluated the photovoltaic perform-

ance of rigid OSCs (Fig. 1C and table S2). The

control PNTB6-Cl:Y6 device exhibited a PCE of

15.7 ± 0.14% (PCEmax = 15.9%), whereas that of

the PNTB6-Cl:BTP-Si4 device was slightly in-

creased to 16.2 ± 0.13% (PCEmax = 16.4%). De-

spite short-circuit current (Jsc) suppression,

increased open-circuit voltage (Voc) by ~0.05 V

and fill factor (FF) contributed to PCE enhance-

ment. The integrated Jsc from the external

quantum efficiency (EQE) agreed with that

from J-V curves (Fig. 1D). Moreover, PNTB6-

Cl:BTP-Si4:Y6 ternary devices [~15 weight %

(wt %) of Y6] exhibited an enhanced PCE of

17.0 ± 0.11% (PCEmax = 17.1%). We attributed

these higher PCEs to the optimal balance be-

tween the broader absorption and lower low-

est unoccupied molecular orbital (LUMO) of

Y6 versus BTP-Si4 (fig. S4), which enhanced Jsc

but reduced Voc.

To better understand device performance,

charge transport and energy lossmeasurements

were performed. The BTP-Si4 electron mobil-

ity (me) was slightly lower than that of Y6 (3.6 ×

10
−4

versus 4.5 × 10
−4

cm
2
V
−1
s
−1
) (fig. S5 and

table S3). For the blend films, hole mobility

(mh) values of 2.7 × 10
−4

and 3.1 × 10
−4

cm
2
V
−1
s
−1
,

respectively, were also near me values of 3.5 ×

10
−4

and 4.4 × 10
−4

cm
2
V
−1
s
−1
, respectively,

so that me/mh were balanced at 1.3 and 1.4, re-

spectively, and contributed to the overall high

device FFs and PCEs.

Furthermore, the total energy loss (Eloss) and

three Eloss components (DE1, DE2, and DE3) of

the corresponding devices (figs. S6 and S7
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and table S4) indicated that PNTB6-Cl:BTP-

Si4 blend films had a steep low energy tail

(Fig. 1E) and a higher charge transfer (CT) en-

ergy level with respect to the Y6 blend films

(ECT = 1.36 versus 1.32 eV; fig. S7), suggesting

a smaller DE2. Additionally, BTP-Si4 devices

exhibited an enhanced electroluminescence

quantum yield EQEEL versus those of the Y6

devices (Fig. 1F), suggesting reduced nonradia-

tive recombination (DE3 = 0.20 versus 0.23 eV)

(42). Thus, BTP-Si4 with an inherent high elec-

troluminescence efficiency and high CT state

suppressed nonradiative charge recombination,

consistent with the light intensity (Plight)–

dependent Jsc andVoc and exciton dissociation

probabilities (Pdiss)measurements (fig. S8), there-

by enhancing Voc and PCE.

Mechanical properties of the photoactive

materials and blends

The pristine material and blend mechanical

properties were assessed with the “film-on-

water tensile test” (FOW) method (43). The

pristine PNTB6-Cl films showed a eu of 66.3 ±

1.4% (eu,max = 67.7%) and is a promising duc-

tile donor for s-OSCs (fig. S9A).

It was difficult to obtain stress-strain mea-

surement of SMA films because of their brittle

nature (fig. S9C). In Fig. 2A, PNTB6-Cl:Y6

films showed a eu of 9.7 ± 0.4%. Notably, the

blends based on BTP-Si4were farmore ductile

with the PNTB6-Cl:BTP-Si4 films, exhibiting

an eu of 93.9 ± 1.7% (eu,max= 95.5%) (movie S1).

Additionally, the ternary PNTB6-Cl:BTP-Si4:

Y6 blends, which, as rigid OSCs, yielded a

PCE > 17%, also exhibited a high eu of 74.0 ±

0.5% (fig. S11).

Optical microscopy imaging further supports

enhanced stretchability of the BTP-Si4 blend

films (Fig. 2B). Even at a 100% strain, only a

few small cracks were detected in PNTB6-Cl:

BTP-Si4, implying that it is a ductile film (44). In

addition, the dichroic ratio (DR) of Y6-blend

films plateaued after a 25% strain because of

crack formation (figs. S9D and S10), whereas the

DRof PNTB6-Cl:BTP-Si4 blend films showed

a steady increase up to a 100% strain, indicative

of impressive strain tolerance.

Figure 2C compares the present eu with re-

ported data alongwith PCEs of the correspond-

ing rigid OSCs (table S5). Most blends exhibited

a trade-off between PCE and stretchability

Fig. 1. Molecular structures and photovoltaic response of the photoactive materials. (A) Molecular structures of donor polymer PNTB6-Cl and acceptors

Y6 and BTP-Si4. (B) The single crystal and p-p stacking in one unit cell and the 3D network packing of BTP-Si4 along the a axis. (C) J-V curves and

(D) EQE response plots of OSCs. (E) The photovoltaic external quantum efficiency (EQEpv) plots of the indicated OSCs. (F) EL quantum efficiencies (EQEEL)

of the indicated OSCs at various voltages. Note that the donor:acceptor weight ratios of PNTB6-Cl:Y6 and PNTB6-Cl:BTP-Si4 were 1:1.25 and 1:1.40,

respectively, and, unless indicated, all data were obtained by using PNTB6-Cl batch-1.
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(27, 36, 45), but the PNTB6-Cl:BTP-Si4 binary

filmswere simultaneously efficient (PCE> 16%)

and stretchable (eu > 95%). Consistent with

the eu values, the elastic modulus (E) and the

tensile strength (s) of BTP-Si4–blend filmswere

lower than those of the Y6 blend (E = 0.34 ±

0.01 GPa and s = 23.3 ± 0.8 MPa for PNTB6-Cl:

BTP-Si4 versus E = 0.69 ± 0.05 GPa and s =

30.9 ± 0.5 MPa for PNTB6-Cl:Y6), whereas the

toughness (G) of the BTP-Si4 blends (18.8 ±

0.8 MJ m
−3
) was approximately nine times

greater than that of the Y6 counterpart (2.2 ±

0.2 MJ m
−3
), corroborating mechanical robust-

ness (fig. S9, E and F, and table S6).

Film morphology and microstructure analysis

Grazing-incidence wide-angle x-ray scattering

(GIWAXS) measurements were used to define

the microstructure of pristine and blend films

(fig. S12, A and B). Both pristine BTP-Si4 and

Y6 films exhibited an out-of-plane (010) reflec-

tion at 1.77 Å
−1
, indicating preferential p-face-on

molecular orientation at similar p-p distances

(dp) of ~3.6 Å (table S7). However, the crystal

coherence length of BTP-Si4 (15.0Å)was smaller

than that of Y6 (18.7 Å).

Additionally, in the in-plane direction, a (100)

reflection at 0.26 and 0.31 Å
−1

for BTP-Si4 and

Y6, respectively, corresponds to lamellar dis-

tances (dl) of 24.2 and 20.3 Å, respectively. These

results implied that BTP-Si4 N-substitution

retained short dp, substantially increased the

dl, and suppressed crystallinity. Similarly, both

PNTB6-Cl:BTP-Si4 and PNTB6-Cl:Y6 blends

exhibited an identical out-of-plane (010) re-

flection (dp = 3.6 Å) as well as an in-plane (100)

reflection at a dl = 23.3 and 21.7 Å, respec-

tively. Again, the former blendwas less textured

along the p-stacking direction. The relative

degree of crystallinity of the PNTB6-Cl:BTP-

Si4 and PNTB6-Cl:Y6 blends was 0.87 and

1.0, respectively, confirming the overall re-

duced texturing of the former blend (fig. S12,

C and D).

1D grazing-incidence small-angle x-ray scat-

tering (GISAXS) indicated that the acceptor

domain size (2Rg = 26.3 nm) and fractal di-

mension (D = 2.4) of PNTB6-Cl:BTP-Si4 were

smaller than those of PNTB6-Cl:Y6 (2Rg =

44.6 nm, D = 2.6), corroborating suppressed

BTP-Si4 aggregation in the former blend (fig.

S12E and table S8). Both atomic force micros-

copy and transmission electronmicroscopy im-

aging indicated a well-dispersed bicontinuous

fibrillar film morphology for the Y6 blend,

whereas far smaller fibril bundles were ob-

served in the BTP-Si4 blends (fig. S13).

We used in situ scanning electron micros-

copy (SEM) and in situ optical microscopy

(Fig. 2D and figs. S14 and S15) to probe the

crack propagation in the various blends. Cracks

in PNTB6-Cl:Y6 grew steadily, and the crack

tip always remained sharp as the strain in-

creased, implying a low plastic deformation

zone around the tip and brittle nature (44). By

contrast, crack formation and propagation in

PNTB6-Cl:BTP-Si4 was intermittent and ex-

hibited “crack-arrest behavior” as well as tip

blunting upon increasing the strain because

of the large plastic deformation zone for en-

ergy dissipation. Further strain increase caused

collapse of the plastic deformation zone, and

Fig. 2. Mechanical and morphological properties of blend films. (A) Stress–strain (e) curves of the indicated free-standing blend films. The inset shows the

images of blend films after the tensile test. (B) Optical images of selected blend films coated on PDMS elastomer under different strains. Scale bar, 50 mm.

(C) PCE versus ultimate strain (eu) of high-performance blend films based on different acceptor classes [polymer and SMA (small-molecule acceptor), P-SMA

(polymerized SMA)] reported in the literature and in this study. (D) SEM images collected during in situ deformation for the PNTB6-Cl:Y6 and PNTB6-Cl:BTP-Si4

blends. Note that the donor:acceptor weight ratios of PNTB6-Cl:Y6 and PNTB6-Cl:BTP-Si4 were 1:1.25 and 1:1.40, respectively.
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the crack tip propagated slowly. Additionally,

the fracturedPNTB6-Cl:BTP-Si4 filmwas rougher

(root-mean-square roughness, Rq = 86.5 nm)

than PNTB6-Cl:Y6 (Rq = 8.2 nm), which was

further proof of ductile nature.

Stretchable OSCs

Taking advantage of the ductility of PNTB6-Cl:

BTP-Si4, s-OSCs were fabricated (Fig. 3A and

fig. S16), with devices on the basis of PNTB6-Cl:

BTP-Si4 exhibiting an average PCEof 14.1 ± 0.30%

(PCEmax = 14.6%) with a Voc = 0.90 ± 0.004 V,

FF = 70.1 ± 0.94%, and Jsc = 22.5 ± 0.36mA/cm
2

(fig. S17A and table S9). Figure 3B summarizes

the PCEs of all published s-OSCs and demon-

strates the substantial performance advances

reported in this work (37, 45). The PNTB6-Cl:

BTP-Si4 s-OSCs exhibited negligible PCE de-

terioration (~4%) at a 20% strain and retained

~82% of the initial PCE at the large strain of

~80% (table S10). Improved PCE retention under

this strain reflected the large PNTB6-Cl:BTP-

Si4 mechanical ductility and the absence of

film delamination in the device stack (Fig. 3C).

However, increasing the strain to ~100% led

to crack formation and functional layer delami-

nation, decreasing PCE.

Durability evaluations under various defor-

mations were also performed, and the results

are shown in Fig. 3D and fig. S17, B to D. The

PNTB6-Cl:BTP-Si4–based s-OSCs are ultraflex-

ible, retaining >90% of the initial PCE after

1000 bending cycles at radius r = 2mm.More-

over, PNTB6-Cl:BTP-Si4 s-OSCs exhibited super-

ior ductility and experienced only mild PCE

decrease (~25%) even after 1000 cycles of 30%

strain. The device retained intimatemultilayer

adhesion after this cycling test, establishing

good mechanical robustness (fig. S17D).

Lastly, s-OSCswere integrated with highly de-

formable human knuckle and wrist (Fig. 3E),

exhibiting stable photocurrent output up to

~45% tensile strain. Also, a stretchable solar

module consisting of six series-connected

s-OSCs retains an output voltage of 5 V when

bending the wrist (~30% strain), satisfying

the requirement for most wearable electron-

ics (Fig. 3F). We realized a self-powered health

Fig. 3. Stretchable OSC characterization. (A) Device structure of our s-OSC. (B) PCE versus strain (e) plots of s-OSCs reported in the indicated literature and in

this study. (C) Top-surface and cross-section SEM images of our s-OSC under strains. (D) PCE as a function of bending (2-mm bending radius) and stretching

(15% strain for PNTB6-Cl:Y6 and 30% strain for PNTB6-Cl:BTP-Si4) test cycles. Note that the donor:acceptor weight ratios of PNTB6-Cl:Y6 and PNTB6-Cl:BTP-Si4

were 1:1.25 and 1:1.40, respectively. (E and F) Photographs of PNTB6-Cl:BTP-Si4 s-OSCs adhered on the knuckle to monitor the photocurrent under different bending

angles (E), attached on the wrist, and integrated with a pulse sensor (F) to monitor human heart rate demonstrating the flexibility, bendability, and stretchability.

RESEARCH | RESEARCH ARTICLES

384 24 JANUARY 2025 • VOL 387 ISSUE 6732 science.org SCIENCE



monitoring system by integrating a pulse oxime-

ter with the s-OSC (movie S2), demonstrating po-

tential for early disease diagnosis and treatment.

Molecular structure and blend morphology

versus mechanical properties

A combination of additional experiments and

computations were performed to understand

the ductility of the PNTB6-Cl:BTP-Si4–blend

film,whichwe attribute to the twisted andwavy

conjugated PNTB6-Cl backbone, the BTP-Si4 N

functionalization, and the pronounced PNTB6-

Cl and BTP-Si4 miscibility. Thus, we first in-

vestigated how the molecular weight of both

donors affects ductility and found that it is not

a major factor for the high stretchability of

PNTB6-Cl (fig. S18). Furthermore, we used den-

sity functional theory and molecular dynam-

ics (MD) simulations to model the PNTB6-Cl

molecular conformation versus a planar or

stiffer donor polymer, such as PM6 (eu = 25.0 ±

0.9%; see structure in fig. S19A) (46). Compared

with PM6, large steric hindrance in PNTB6-

Cl twisted the backbone and created a wavy

conformation, preventing strong chain aggre-

gation and depressing film crystallinity and

enhanced ductility (eu = 66.3 ± 1.4%).

Additionally, the fast-decaying bond vector

correlation of PNTB6-Cl indicated shorter per-

sistence length and greater polymer chain flex-

ibility (fig. S19B). Control mechanical tests

on PM6:Y6 and PM6:BTP-Si4 blends revealed

brittle blends (eu = 2.6 ± 0.6% and 17.4 ± 1.0%,

respectively), although blends based on BTP-

Si4 remained more ductile (table S11), fur-

ther confirming ductility imparted by BTP-Si4.

Thus, the PNTB6-Cl conformation greatly con-

tributed to dissipating stress energy upon strain

and improving film stretchability. BTP-Si4 also

played a critical role in increasing eu from 10.2%

for PNTB6-Cl:Y6 to 95.5% for PNTB6-Cl:BTP-

Si4. Thus, sidechain branching and extension

through the BTP-Si4 tetrahedral Si atom ver-

sus Y6 was essential for balancing miscibility

with the donor polymer, mechanical stretch-

ability, and PCE.

We performed semiquantitative miscibility

and composition measurements on the inter-

mixed phase. Themiscibility of different blend

components was quantified by contact-angle

measurements (fig. S20 and table S12). The

lower disparity in the surface tension between

donor and BTP-Si4 corroborated greater inter-

mixing compared with Y6. Additionally, the

Flory-Huggins interaction parameter (c) was

calculated from the melting point depression

of Y6 and BTP-Si4 in blends (fig. S21). The

lower c of PNTB6-Cl:BTP-Si4 (~1.13) compared

with that of PNTB6-Cl:Y6 (~1.56) indicated

greater miscibility and amore intimately mixed

Fig. 4. Ultimate strain enhancement mechanism of blend films. (A) Cohesive energy of the indicated neat and blend films. (B) The applied frequencies (lnf)

as a function of 1000/T of PNTB6-Cl for pristine PNTB6-Cl, PNTB6-Cl:Y6 (weight ratio = 1:1), and PNTB6-Cl:BTP-Si4 (weight ratio = 1:1) at temperature of b relaxation

(Tb). The dashed lines represent the fitting to the Arrhenius law. (C) Acceptor main peak (0-0) location (up) as well as the eu and PCE values (down) as a function the

ratio of Y6 and BTP-Si4 to PNTB6-Cl. Note that this data was obtained by using PNTB6-Cl batch-2. See table S15 for details. (D) Schematic illustration of the

morphology of blend films. In PNTB6-Cl:BTP-Si4 blend, the long-range ordering (large acceptor domains) is suppressed while retaining sufficient short-range order to ensure

efficient electron transport, resulting in excellent photovoltaic performance and considerable stretchability. Instead, Y6 texture and domain size in the blend are excessive,

which deteriorate blend morphology and stiffen blend films.
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morphology. The enhancedmiscibility of BTP-

Si4 is further reflected by the computed lower

structural factor (fig. S22) and was consistent

with the experimental GISAXS data.

The greatermiscibility of BTP-Si4 into PNTB6-

Cl should be reflected by a drop of blend co-

hesive energy (Gc) (Fig. 4A). Indeed, blending

Y6with PNTB6-Cl (1:1 wt%) decreasedGc from

5.3 to 2.3 J/m
2
, whereas that of the BTP-Si4-

based blend remainedmuch higher (4.0 J/m
2
),

implying that more BTP-Si4 intercalates into

PNTB6-Cl domains enhanced molecular affin-

ity (47, 48). Moreover, SMA intercalation can

alter the thermomechanical relaxations of the

donor polymer and film toughness. We used

dielectric relaxation spectroscopy (DRS) to in-

vestigate the secondary thermal relaxations

(sub-Tg) of PNTB6-Cl in these blends (Fig. 4B

and fig. S23) (49, 50). The DRS data indicated

that the apparent activation energy (Ea) of b

relaxation (Tb) transitions of PNTB6-Cl in the

blend with BTP-Si4 (29.5 kJ/mol) was lower

than those of both pristine PNTB6-Cl (32.4 kJ/

mol) and the PNTB6-Cl:Y6 blend (48.6 kJ/mol),

demonstrating a lower energy barrier for poly-

mer chain motion and an increased free vol-

ume in PNTB6-Cl:BTP-Si4. The enlarged free

volume in the latter blendwas also supported by

MD simulations (PNTB6-Cl:Y6 ~1405.1 ± 5.8 Å
3

versus PNTB6-Cl:BTP-Si4 ~1608.9 ± 22.4 Å
3
;

table S13).

We quantitatively investigated SMA aggre-

gation in the intermixed phase by monitoring

the blend film absorption spectra as a function

of SMA concentration (Fig. 4C and fig. S24) (51).

Note that the transition SMA concentration

(CAP ~ 1.45) of PNTB6-Cl:BTP-Si4 was greater

than that of PNTB6-Cl:Y6 (CAP ~ 1.05), reflect-

ing the higher miscibility of the former blend.

SMA aggregation played a crucial role and cor-

relatedwith both eu and PCE of the correspond-

ing blends and OSCs, respectively.

The eu of PNTB6-Cl:Y6 film first fell slightly

from 66 to ~52% upon increasing the Y6 con-

centration C from 0 to 0.8 and then rapidly

dropped to ~3% when C exceeded 1.05, which

we attributed to Y6 brittleness. In stark con-

trast, the eu of PNTB6-Cl:BTP-Si4 exhibited

the opposite trend and dramatically increased

from 66 to ~90% when the BTP-Si4 concen-

tration approached the CAP ~1.40, and then

decreased to ~25% for C = 2.

These results were consistent with peak force

quantitative nanomechanical mapping mea-

surements (fig. S25). The modulus of PNTB6-

Cl:BTP-Si4 gradually fell when increasing the

BTP-Si4 concentration, a typical mechanical

behavior of a ductile polymer-plasticizer sys-

tem. Conversely, the modulus of PNTB6-Cl:Y6

rapidly increased and gradually saturated with

increasing Y6 concentration, thus exhibiting

antiplasticization (fig. S26).

Notably, the device PCE gradually increased

with the SMA concentration reaching a simi-

lar value of ~16%. However, for the PNTB6-Cl:

Y6 blend, the Y6 composition that maximized

the PCE exceeded CAP, thus resulting in a low

eu for the blend affording the best device. Thus,

our results revealed that an appropriate CAP

composition of the intermixed phase, domi-

nated by the miscibility, is crucial for max-

imizing both mechanical and photovoltaic

performance of a blend film, as shown sche-

matically in Fig. 4D. Additionally, the PNTB6-Cl:

Y6 and PNTB6-Cl:BTP-Si4 device shelf-lifetime

(room temperature) and thermal (at 55°C) sta-

bilities were tested and found to be compa-

rable (fig. S27), suggesting an optimal and

stable morphology (fig. S28). The above blend

and device results are in line with dynamic

mechanical analysis and ultrasensitive fast

scanning calorimetry (FSC) (fig. S29), where

BTP-Si4 addition to the donor polymer re-

sulted in distinctive thermal relaxation behavior.

Fig. 5. The relationships between molecular structure, miscibility, apparent activation energy and ultimate strain. (A) Molecular structures of the SMAs

used in this study. (B) Plot of apparent activation energy (Ea) of Tb transition versus miscibility (c) of PNTB6-Cl with the indicated SMAs. (C) The ultimate strain (eu)

versus Ea for the indicated blends. (D and E) The relationship between PCE, eu, and c for the indicated blends. Note that lines are guides for the eyes, and, for

all blends, the donor:acceptor weight ratio is 1:1.
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SMA molecular design for high PCE

and ductility

Comparison of molecular, blend, and OSC

properties of BTP-Si4 with reference to Y6

raised the question of whether a more gen-

eral relationship exists between molecular

structure, miscibility, and ductility or whether

BTP-Si4 behavior is unusual. To address this

question, we synthesized two SMA series. In

the first (Y6-like), we shifted the branching

points of the alkyl chains of Y6 to the second

and third positions, yielding BTP-C2 and BTP-

C3, respectively. In the second (BTP-Si4–like),

we introduced a silicon atom as the branch-

ing element and extended the length preced-

ing the branching point, producing BTP-Si4,

BTP-Si6, and BTP-Si8 (Fig. 5A).

The eu, Ea, and c of all PNTB6-Cl:SMA blends

(1:1 wt %) were accessed (figs. S30 and S31; see

the supplementary materials for details). Note

that all the blends afforded functional OSCs

with PCEs of ~14 to 17% (see supplementary

materials and table S14), reaching the maxi-

mum for intermediate chain extension. How-

ever, these materials had greatly different

ductility. As depicted in Fig. 5B, increasing the

alkyl chain length preceding the branch point

consistently reduced both c and Ea for both

SMAseries. This result confirmed that enhanced

miscibility promotes SMA intercalation in the

donor polymer phase, thereby loweringEa and

increasing the blend free volume.

Moreover, Fig. 5C revealed that eu was in-

versely proportional to the Ea of the donor Tb
transitions. Notably, the blend eu of the Y6

series [22.9% (Y6), 32.5% (BTP-C2), and 53.0%

(BTP-C3)] with Ea values of 48.6, 41.4, and

36.2 kJ/mol, respectively, were all much lower

than that of the pristine PNTB6-Cl film (67.1%).

Thus, the Y6 series always embrittled the re-

sulting blend compared to the pristine donor,

and further chain extension dramatically de-

creased PCE (Fig. 5D). By contrast, the eu/Ea of

the PNTB6-Cl:BTP blends [72.3%/29.5 kJ/mol

(BTP-Si4), 79.2%/27.1 kJ/mol (BTP-Si6), and

85.2%/21.6 kJ/mol (BTP-Si8)] were much larger

or smaller than those of both the PNTB6-Cl

and Y6 blend series while retaining large PCEs.

These findings underscore strong correla-

tions between SMA branching position or

extension (molecular design) and Ea and c (het-

eromolecular interactions), translating to linear

c (miscibility)–eu (ductility) plots (coefficient

of determination R
2
~99% within each SMA

family, ~95% for both SMA families) and dem-

onstrating that eu always increased when c

decreased (Fig. 5E and fig. S33). Additionally,

the miscibility c is a known parameter for

modifying the phase separation morphology

andOSC PCE (52). As seen from the nonmono-

tonic c-PCE relationship (Fig. 5D), the highest

PCE could be achieved by optimizing c. To

simultaneously increase PCE and enhance eu
versus the pristine donor matrix, c must be

reduced (<1.2 for PNTB6-Cl) and optimized,

but this approach was effective only for the

BTP-Si4-like SMAs because further chain ex-

tension in the Y6-like series would result in

poor device performance.

Thus, the branching design of BTP-Si4–like

SMAs suppressed excessive core aggregation

and promoted blending with the donor poly-

mer, enhancing PCE until excessive greasy

components (BTP-Si8) depress photovoltaic

response. Consequently, optimal miscibility,

as in the case of BTP-Si4 (and BTP-Si6), in-

creased the free volume in blend film and fa-

cilitated the conformational changes of the

polymer chain under deformation, resulting in

large PCE and eu. Notably, this result is not

specific to PNTB6-Cl because PM6:SMA blends

behaved similarly; the BTP-Si4–like series al-

ways outperformed the Y6 one in terms of

ductility, established linear c-eu plots (R
2
>

98% within each SMA family, and >96% for

both SMA families) and the need to reduce c

(<1.8 for PM6) to plasticize the donor and

achieve the greatest PCE (Fig. 5, D and E, and

figs. S32 and S33), supporting further general-

ity and applicability of the present SMAs to

other blend families.

Discussion

We have demonstrated the use of the stretch-

able PNTB6-Cl donor and BTP-Si4 acceptor for

highly deformable OSCs. BTP-Si4 design, char-

acterized by a Si branching point in the SMA,

suppresses excessive crystallization in the blend

and promotesmiscibility with the donor phase.

Thus, BTP-Si4 and the PNTB6-Cl:BTP-Si4 blend

behaved very differently than reported prece-

dents, enabling a stretchability of 95.5%. Equal-

ly as notable, s-OSCs showed a PCE of 14.6% as

well asmechanical robustness, with these cells

retaining 82% of the initial PCE at a large

tensional strain of 80%. These results dem-

onstrate that rational acceptor molecular de-

sign, optimized over several SMAs, and optimal

donor-acceptor miscibility are paramount for

realizing highly efficient and mechanically ro-

bust OSCs.
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ZEOLITES

Atomic locations and adsorbate interactions of Al
single and pair sites in H-ZSM-5 zeolite
Guangchao Li1,2†, Christopher Foo1,3†, Raymond Fan3, Mingji Zheng4,5, Qiang Wang4,5,

Yueying Chu4, Jiasi Li1, Sarah Day3, Paul Steadman3, Chiu Tang3, Tsz Woon Benedict Lo2*,

Feng Deng4*, Shik Chi Edman Tsang1,2*

The distribution of substitutional aluminum (Al) atoms in zeolites affects molecular adsorbate

geometry, catalytic activity, and shape and size selectivity. Accurately determining Al positions has

been challenging. We used synchrotron resonant soft x-ray diffraction (RSXRD) at multiple energies near

the Al K-edge combined with molecular adsorption techniques to precisely locate “single Al” and

“Al pairs” in a commercial H-ZSM-5 zeolite. This analysis depicts three distinct Al tetrahedral (T) sites:

T8, T6, and T4. A combined suite of characterizations, including ammonia temperature-dependent

desorption, neutron powder diffraction, solid-state nuclear magnetic resonance spectroscopy, and

density functional theory calculations, reveal isolated ammonia adsorption on T8 as “single Al” in the

straight channel and bridged ammonia adsorption on T6 and T4 as an “Al pair” (AlT6-O-SiT5-O-AlT4)

in the straight-sinusoidal intersection.

Z
eolites arehighly orderedmicroporous crys-

tallinematerials with a three-dimensional

(3D) porous network of corner-sharing

SiO4 tetrahedral (T) sites. The substitu-

tion of silicon (Si) atoms in the zeolite

frameworkwith aluminum (Al) atoms imparts

catalytic activity and functionality to the other-

wise inert silicate matrix. These catalytic sites,

which include protons, single metal ions, or

metal-oxo complexes, are anchored to the Al

sites. As a result, the local aluminumdistribution

in confined geometry governs the locations of

adsorption and catalytic sites, thereby influenc-

ing their physicochemical properties and the

mechanisms of the reactions that they catalyze.

Recently, particular attention has been paid

to the presence of isolated Al in silicate matrix

(“single Al”) and Al-O-(Si-O)n-Al (n ≤ 2) with

spatial proximity (“Al pairs”) in zeolite frame-

works (1). The Al pairs, consisting of two Al

atoms in close geometric proximity, can op-

timally balance the adsorption of divalent

counterion species through electrostatic inter-

actions. Moreover, the coadsorption of mole-

cules to two proximal Al atoms may enhance

bimolecular reactions within zeolites or create

synergistic interactions with adsorbates (2).

Therefore, the site-selective distribution of Al

atoms within the zeolite framework is antici-

pated to have a critical impact on molecular

adsorption geometries (3), influencing reaction

mechanisms for both mono- and bimolecular

reactions (4) and affecting the orientation spe-

cificity of reactions (5).

The distribution of Al atoms within the zeo-

lite framework is not statistical, and the pre-

ferred distribution is affected by synthesis

conditions (6–8). Existing methodologies

mainly based on indirect probe-spectroscopic

methods [as discussed in the supplementary

materials (SM)] have offered limited insights

into Al sitting and have proven inadequate

for accurately pinpointing the position of Al

within the zeolite framework (9). For example,

solid-state nuclear magnetic resonance spec-

troscopy (SSNMR) has been a common tool

for probing the distribution of Al in zeolites by

examining the local chemical environment of

Al species (10). However, the interpretation

of spectra often relies on models with as-

sumptions thatmay not be fully substantiated.

Additionally, the complex spectral shift con-

tributions from neighboring sites and the lack

of precise atomic coordinates in zeolite unit

cells limit its impacts (their characterizations

in benchmarking to our combinedmethod are

shown in the SM).

X-ray absorption spectroscopy has also been

applied to investigate Al sitting in zeolites by

analyzing the x-ray absorption near-edge struc-

ture at the Al K-edge (11). X-ray standing waves

have also been used to ascertain atompositions

within the lattice on the basis of the generated

standing wave pattern (12). Furthermore, atom

probe tomography has offered 3D atomic-scale

insights into the structure and composition of

zeolites, but its sensitivity and resolution limita-

tions hinder complete structural elucidation (13).

More recently, integrated differential phase

contrast scanning transmission electron mi-

croscopy (iDPC-STEM) has been used to in-

directly infer the location of Brønsted acid

sites (BAS) in H-ZSM-5 by using guest probes

in the straight channel; however, visualization

in the sinusoidal channel has not been facil-

itated (14, 15). High-resolution synchrotron

x-ray powder diffraction (SXRD) and neutron

powder diffraction (NPD) have been used to

locate probe molecules adsorbed on BAS in

zeolites (16, 17). Combined with Rietveld re-

finement, these techniques allow visualization

of the overall crystalline atomic structure, in-

cluding the bulk-averaged bonding interaction

between BAS and basic adsorbate (18–20). How-

ever, the use of SXRD under the far-from-edge

regime, in which scattering is solely dictated by

nondispersive atomic scattering factors, f0 (fig.

S1A) (21, 22), cannot provide sufficient contrast

for Al sitting because of the similar scattering

factor values for Al
3+
and Si

4+
. Thus, standard

elastic diffraction techniques have not been

sensitive enough to the Al
3+
-Si

4+
pair and have

been ineffectual in the definitive determina-

tion of Al sitting in zeolite frameworks.

Resonant soft x-ray scattering

According to the quantum mechanical theory

of x-ray scattering proposed in 1925 byKramers

and Heisenberg (23), in the resonant regime,

the scattering factor, f, must be corrected by

two anomalous scattering factors (ASF), f ′ and

f ′′, which account for deviations in amplitude

and phase, respectively (Eq. 1). The ASF are en-

ergy dependent but not angle dependent (fig.

S1B), leading to dispersion effects. Alterations

in the scattering factors affect the resulting

structure factors and the corresponding Four-

ier transform, which in turn affects electron

scattering density (Eqs. 2 and 3). As a result,

the resonant soft x-ray diffraction (RSXRD)

technique can in principle offer a direct way to

elucidate the Al positions in zeolites as well as

the crystallographic sitting of extra-framework

atoms. This technique has been successfully

used to resolve the positions of extra-framework

Zn
2+
/Na

+
in zeolite Y (24) and Sr

2+
/Rb

+
in zeo-

lite X (25). More recently, van Bokhoven and

colleagues (26) have applied RSXRD to ana-

lyze the Al T-site distribution in a highly sym-

metrical FER-type zeolite (consisting of only

four T-sites). However, no evidence for inter-

actions between Al sites is presented.

f ¼ f0 2qð Þ þ f ′ lð Þ þ if ″ lð Þ ð1Þ

F h;k;lð Þ ¼
Xatoms

j¼1
fje

i2p hxjþkyjþlzjð Þ½ � ð2Þ

r xyzð Þ ¼
1

V

Xþ∞

hkl
�∞

F hklð Þj j � e�2pi hxþkyþlz�f hklð Þ½ �

ð3Þ
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Herein, by using combined RSXRD and a

suite of molecular adsorption characterization

(i.e., the isotopic ammonia adsorptions with

both
15
NH3 and ND3) techniques, we provide

a detailed elucidation of the atomic locations

of single and paired Al within the framework

of a commercial H-ZSM-5 (Si/Al = ~17) with

respect to the ammonia adsorbates and zeolite

unit cell, in which the Al atoms occupy various

T-sites in straight, sinusoidal, and cross-channel

positions.

Zeolite structural studies

As illustrated in Fig. 1, A and B, and fig. S23,

the Pawley-refined reflection intensities exhib-

ited nonsystematic variations with the incident

beam energy. This observation suggested that

the resonant energies were influencing the

diffraction intensities in a manner that could

be indicative of the Al locations within the

H-ZSM-5 structure. Further details on the

intensity variations and their implications

for Al sitting are discussed in the SM. On the

basis of the refinement results across the five

energies, the T8, T6, and T4 sites were con-

sistently identified as the preferred sites with

the greatest site occupancy factors (SOF) (figs.

S24 to S27). This finding aligned with the work

of Sklenak et al., who suggested through com-

putational studies that Al occupies only three

to five sites (27). From the RSXRD data and

subsequent refinements for the given five en-

ergies, we determined that the overall Al oc-

cupancies were distributed among three T-sites:

T8 [0.320(1)], T6 [0.116(2)], and T4 [0.244(2)]

within the stated experimental error. All other

sites were refined to zero occupancy, with in-

significant associated errors (Fig. 1, C and D).

This Al distribution within this H-ZSM-5 zeo-

lite framework is displayed in Fig. 1, E and F.

Large-molecule adsorbate probe studies

As stated, probemolecules are commonly used

in conjunction with various techniques such

as SSNMR, SXRD, Fourier transform infrared

spectroscopy, and temperature-programmed

desorption to characterize the BAS in zeolites.

In general, basic molecules containing lone

pair electrons either in oxygen or nitrogen

could form stable adsorbate adducts with the

BAS protons. However, the exact accessibility

and the interactions with BAS in 3D stereo-

specific locations for these common probemol-

ecules are not fully understood. Figure 2 and

figs. S28 to S30 show the Rietveld refined struc-

tures of typical probes, including trimethyl-

phosphine oxide (TMPO), acetone, and pyridine

within the H-ZSM-5 (adsorption geometries

and interactions with framework atoms are

depicted in the SM) and in relation to the Al

sites established by RSXRD. Notably, when an

excess of probe molecules was used, only two

adsorbed probe molecules were identified per

zeolite unit cell by simulated annealing differ-

ence, despite the presence of threeBAS as shown

by RSXRD.The short distances between oxygen

and nitrogen in the probe molecules with the

BAS oxygen clearly indicated the ready adsorp-

tion of themoleculeswith the T8 andT6,which

are both confirmed as Al sites by RSXRD (Fig.

1). However, the Al-occupied T4 site appeared

to be devoid of intersections with the probe

molecules in this zeolite. The atomic structure

of H-ZSM-5 revealed that the T8 site was lo-

cated in the straight channel and physically

distant from the other two Al sites. T6 was

situated at the intersection void, whereas T4

was in the “inner” sinusoidal channel. These

latter two sites were in close proximity, form-

ing an Al pair as AlT6-O-SiT5-O-AlT4 (Fig. 1, E

and F). Thus, this proximity may have pre-

vented typical probe molecules from accessing

the T4 site, raising questions about the de-

pendence of adsorption geometry and reaction

mechanisms on the distribution of Al sites

within H-ZSM-5.

Small-molecule adsorbate-ammonia probe studies

Figure 3A illustrates the final high-quality fit

(goodness of fit, GoF = 1.15) achieved by the
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Fig. 1. Determination of framework precise structure and locations of Al in the H-ZSM-5 zeolite.

Integrated reflection intensities of experimentally observed H-ZSM-5 (A) absolute intensity and (B) change in

intensity relative to lowest incident energy 1540 eV. arb., arbitrary. (C) Rietveld refinement against

experimental diffraction data at 1569 eV. (D) The overall refined Al occupancy from the five energies with

the constraint on total occupancy. Inset shows the refined occupancy of Al in each T-site based on the

constraint of the Al content determined by inductively coupled plasma mass spectrometry (ICP-MS). (E and

F) The refined framework Al locations at T4 (sinusoidal channel), T6 (intersection void), and T8 (straight

channel) are viewed along the [010] and [100] projections. Experimental details of RSXRD and SXRD,

validities, errors, and sensitivities can be found in the SM (figs. S1 to S24 and tables S1 to S6).
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refinement ofND3positions inH-ZSM-5against

NPD data, affirming the accuracy of the deter-

mined atomic positions of ND3 with respect

to the specific Al positions from the RSXRD.

From the derived structure (Fig. 3B), the dis-

tances between the three N species are con-

firmed at 7.16(5) Å for N1⋯N2, 6.56(8) Å for

N1⋯N3, and 4.86(2) Å for N3⋯N2, indicat-

ing that N3 is positioned between N1 and

N2. Figure 3, C to E, illustrates the detailed

local structures within the H-ZSM-5 zeolite,

highlighting the positions of the adsorbed

ND3 molecules. There are three distinct ND3

sites in the channels of H-ZSM-5: (i) bridged

N1 adsorbed on two BAS (T6 and T4) as an am-

monium ion in the intersection void; (ii) isolated

N2 adsorbed onBAS of T8 as an ammonium ion

in the straight channel; and (iii) N3 as a neu-

tral ammonia molecule physisorbed in the

intersection void. These three sites are corre-

lated with the three distinct temperature-

programmed desorption peaks observed for

ammonia-loaded H-ZSM-5 (fig. S31) (28), which

ranged from weak ammonia physisorption

(N–H⋯O), to NH4
+
(O

−

⋯
+
HN) on a single

Al site to the strongly resonated bridged NH4
+

on synergistic Al pair sites (additional infor-

mation on ammonia probe techniques is pro-

vided in the SM).

Upon adsorption of
15
NH3, the

1
H magic-

angle spinning (MAS) SSNMR spectrum (Fig.

4A) displayed peaks at 2.0 and 4.2 parts per

million (ppm), whichwe assigned to the Si-OH

and residual BAS, respectively (29). Additional

multiple peaks in the two ranges from 2.7 to

3.3 ppm and from 4.7 to 6.5 ppm were also

observed. Previous studies have shown that

peaks in the former range can be attributed to

the H of molecular
15
NH3, and peaks in the

latter range are attributed to single
15
NH4

+
and

15
NH3-

15
NH4

+
complexes owing to the inter-

section between
15
NH3 and H of BAS (30, 31).

In the
15
N MAS SSNMR spectrum (Fig. 4B),

four distinct peaks at −376.1, −372.7, −365.0,

and −358.8 ppm were identified. These peaks

fell outside the chemical shift range for phys-

isorbed
15
NH3 in zeolites (32, 33), indicating

that they correspond to
15
NH3 adsorbed on

different sites, such as BAS and Si-OH. To elu-

cidate the assignments of these peaks, the 2D
15
N-

1
H heteronuclear correlation (HETCOR)

MAS SSNMR experiment was performed (Fig.

4C). All four
15
NMAS SSNMR peaks were cor-

related to the
1
H MAS SSNMR peaks in the

range from 1 to 4 ppm, which we assigned to

the self-correlation of
15
NH3. Moreover, we at-

tributed the peak at −376.1 ppm to the
15
NH3

over defects sites because of the single corre-

lation peak at (−376.1, 1.8 to 2.7) ppm. The other

three peaks at −372.7, −365.0, and −358.8 ppm

are all correlated to the
1
H peaks in the chem-

ical shift range from 4.7 to 6.5 ppm, suggesting

that those three peaks can be attributed to
15
NH3 adsorbed over BASwith different states.

The strong correlation peak at (−365.0, 6.5) ppm

was attributed to the typical
15
NH4

+
species re-

sulting from the adsorption of
15
NH3 over

BAS (34). The correlation peak at (−372.7, 4.7 to

5.9) ppm was assigned to
15
NH4

+
species hy-

drogen bonded with adjacent
15
NH3 molecules,

as hydrogen bonding to the proton of NH4
+

would produce the upfield shift of
15
N MAS

SSNMR (35). In contrast, the downfield shift of
15
NMAS SSNMR peak at −358.8 ppm implied a

strong interaction between
15
NH3 and the cor-

responding BAS. On the basis of RSXRD results

for Al distribution and NPD refinement of ND3,

this can be attributed to the resonant structure

of
15
NH3 adsorption formed over BAS of T4

and T6 simultaneously as an Al pair.

Furthermore, we conducted symmetry-based

resonance-echo saturation-pulsedouble-resonance

(S-RESPDOR) experiments (36) to estimate

the
15
N-

27
Al heteronuclear dipolar interactions

and derive their interatomic distances (fig.

S32). Quantitative internuclear distances can
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Fig. 2. Identification of acid sites by normal probe molecules with SXRD. The Rietveld refined adsorption

structures of (A and B) trimethylphosphine oxide, (C and D) acetone, and (E and F) pyridine on H-ZSM-5 by

SXRD are shown. The closest contacts between the adsorbates and framework are labeled (in angstroms).

Symmetry in adsorption sites is disregarded for clarity. The original synchrotron x-ray diffraction patterns and

Rietveld refinement profiles are shown in figs. S28 to S30. The corresponding atomic and crystallographic

parameters are summarized in tables S7 to S10. Their adsorption geometries and interactions with framework

atoms are also depicted in the SM.
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be obtained by evaluating the dephasing curve,

that is, by plotting DS/S0 versus recoupling

time (Fig. 4, D to F). This confirms that the

bridged
15
NH3 molecule is in proximity to

two framework Al atoms simultaneously,

corroborating theND3 adsorption observations

by NPD (Fig. 3).

Discussion

The crystallographic sitting of Al in zeolite is

vital in understanding its spatial relationship

to the pore network. Such spatial information,

often lacking in specificity, is critical for com-

prehending the zeolite’s chemical activity

beyond just the local Al concentration. For

example, in ZSM-5 zeolite catalysis, it is gen-

erally acknowledged that the primary reac-

tion sites are located at the intersection of the

channels (a and b axes), whereas the straight

channels aligned with the b axis are noted for

molecule diffusion (37) and side-product for-

mation (38). This difference has been exploited

in some recent attempts to manipulate reac-

tion productivity and selectivity using b axis–

oriented nanosheet ZSM-5 zeolites (39, 40).

However, a substantial advancement in the

strategic design of zeolite catalysts for im-

proved specificity in catalytic transformations

would require a more detailed molecular

understanding of active sites and adsorption

structures and spatial characteristics (41, 42).

The advent of advanced iDPC-STEM tech-

nique has enabled the visualization of adsorbed

probe molecules within zeolite channels, offer-

ing the indirect localization of acid sites within

the framework (14, 15). On the other hand, this

methodology predominantly yields observa-

tions in the linear channels along the b axis,

whereas the spatial resolution of acid sites in

the intersection void or within sinusoidal pores

remains a formidable challenge, obscured by

the zeolite’s atomic framework through a stack-

ing occlusion effect.

Additionally, the inherent symmetry of the

ZSM-5 zeolite structure may introduce struc-

tural ambiguity in the direction perpendicu-

lar to the straight channels, complicating the

accurate pinpointing of acid site positions (43).

Using the RSXRD technique, we have demon-

strated that the precise Al atomic locations can

be obtained, namely T8, T6, and T4 sites, in a

given commercial H-ZSM-5. According to our

crystallographic mapping, T8 is located at

the straight channel (along the b axis), T6 in

cross-channel voids, and T4 in the sinusoidal

channel (along the a and c axes; see fig. S2),

giving further structural information to tai-

lor zeolitic sites for improved catalysis in

the future. It is apparent that T8 and T6 are

readily accessible to probe molecules, and

their presence can also be inferred by indi-

rect probe-assisted techniques (Fig. 2; see SM).

Conversely, the T4 site situated in the inner

sinusoidal channel is less accessible to typ-

ical basic probe molecules such as TMPO, ace-

tone, and pyridine, making its presence and

impact less well understood.

Our findings also identify the T4 and T6

sites as framework positions for Al atoms in

proximity to each other, marking the first

direct crystallographic identification of an

Al pair in this zeolite. Their presence may cor-

relate with the long-observed channel-specific

diffusion, mono- and bimolecular reactions,

and shape and size selectivity of small ad-

sorbate species. The Al pairs in zeolites have

also been indirectly inferred through
1
H,

29
Si,

and
27
Al MAS SSNMR, which suggests com-

plex interactions between neighboring sites

(13, 44, 45), as well as from our 2D
1
H-

1
H

double-quantum (DQ) MAS SSNMR (fig. S33)

but with no spatial information. Furthermore,

the combined RSXRD molecular adsorption

results (Figs. 1D and 3) indicate that the quan-

tity of T4 [occ. 0.244(2)] is greater than that of

T6 [occ. 0.116(2)], which means that not all

ammonia adsorption at the T4 and T6 posi-

tions is in the coadsorption state. Some extra

ammonia still adsorbs separately at the T4 or

T6 sites. This difference explains the obser-

vation of peaks at −365 ppm in the
15
N MAS

SSNMR (Fig. 4), representing an average result
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Fig. 3. Characterization of ND3 adsorption behaviors on H-ZSM-5 by NPD. (A) Rietveld refinement

profiles of NPD data [wavelength, l = 2.43953(2) Å; weighted profile residual, Rwp = 1.77%;

expected profile residual, Rexp = 1.54%; GoF = 1.15]. Zeolite structures with the determined ND3

sites (N1, N2, and N3) with the bond length information (in angstroms) retrieved by means of

NPD-Rietveld refinement. (B) The refined periodic structure and (C and D) enlarged detailed views.

The atomic and crystallographic parameters are summarized in tables S11 and S12. (E) ND3

adsorption geometries with bond lengths and angles. Symmetry in adsorption sites is disregarded

for clarity. The detailed characterization of adsorption geometries and behaviors for ND3 on

acid sites by NPD is given in the SM.
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fromall the isolated adsorption of
15
NH3 onBAS

(see SM).

The theoretical calculations also support this

observation, as isolated adsorption modes for

NH3 at the T4, T6, and T8 sites yield similar
15
N

chemical shifts at −368, −366, and −365 ppm,

respectively (fig. S34). Notably, the results of

the theoretical calculations for the
15
N chem-

ical shifts based on our NPD refined structures

match well with our experimental data. As

shown in fig. S35, the calculated chemical

shifts for the isolated and bridged adsorption

modes of NH3 based on our refined models

after structural optimization are −362 and

−353 ppm, respectively. Therefore, by using

ammonia as a probe molecule, we have re-

vealed the bridged adsorption of ammonia at

the T4 and T6 sites, which reflects the dis-

tinctive adsorptive and catalytic properties of

Al pairs differing from single Al sites for ad-

sorption and bimolecular catalysis for small

species in this H-ZSM-5.

As a result, this work demonstrates the com-

bined strength of RSXRD at multiple energies

near the Al K-edge andmolecular adsorption

studies as a powerful correlative andmultimodal

characterization tool, capable of determining

the location and distribution of single Al sites,

paired Al sites, and theirmolecular adsorbates,

which can provide unprecedented direct struc-

tural elucidation of zeolite frameworks.
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Systematic identification of Y-chromosome gene
functions in mouse spermatogenesis
Jeremie Subrini1, Wazeer Varsally1, Irina Balaguer Balsells1,2, Maike Bensberg1,3, Georgios Sioutas1,
Obah Ojarikre1, Valdone Maciulyte1, Björn Gylemo1,3, Katharine Crawley4, Katherine Courtis4,
Dirk G. de Rooij5,6, James M. A. Turner1*

The mammalian Y chromosome is essential for male fertility, but which Y genes regulate

spermatogenesis is unresolved. We addressed this by generating 13 Y-deletant mouse models. In Eif2s3y,

Uty, and Zfy2 deletants, spermatogenesis was impaired. We found that Uty regulates spermatogonial

proliferation, revealed a role for Zfy2 in promoting meiotic sex chromosome pairing, and uncovered

unexpected effects of Y genes on the somatic testis transcriptome. In the remaining single Y-gene

deletants, spermatogenesis appeared unperturbed, but testis transcription was still altered. Multigene

deletions, including a human-infertility AZFa model, exhibited phenotypes absent in single Y deletants.

Thus, Y genes may regulate spermatogenesis even if they show no phenotypes when deleted individually.

This study advances our knowledge of Y evolution and infertility and provides a resource to dissect

Y-gene functions in other tissues.

T
hemammalian sex chromosomes evolved

from a pair of autosomes, with the Y

chromosome degenerating and ultimate-

ly losing over 90% of its ancestral gene

content (1–3). The remaining nonrecom-

bining region of the mouse Y chromosome

contains 16 gene families,which encodeproteins

with predicted regulatory roles including tran-

scription activation, ubiquitylation, chromatin

modification, RNA stability, and translation

(1, 2, 4, 5) (Fig. 1A). Four (Rbmy, Sly, Srsy, and

Ssty1/2) are ampliconic, having been amplified

intomultiple copies, occupying the Y long arm

and centromeric end of the Y short arm, and

are implicated in spermiogenesis and sex ratio

control (6–11). Of the remaining 12, Uba1y,

Kdm5d, Eif2s3y,Uty,Ddx3y,Usp9y, Sry, Zfy1,

Zfy2, and Prsslywere present on the ancestral

XY pair, whereas Teyorf1 and the duplicated

H2al2y (H2al2b and H2al2c) were more re-

cently acquired in the mouse lineage (4, 12).

The majority (12 out of 16) of mouse Y-gene

families exhibit testis-biased expression. This,

together with the fact that large genomic de-

letions on the Y chromosome are associated

with fertility defects in mice and men, high-

lights the importance of the Y chromosome in

spermatogenesis (5). However, our under-

standing of the specific Y genes necessary for

spermatogenesis and their precise roles re-

mains incomplete. The functions of only a few

genes have been identified. Sry is necessary and

sufficient for testis determination (13). Eif2s3y is

necessary for spermatogonial proliferation, but

itsmechanismofaction remainsunknown(14, 15).

Zfy genes have been shown to be important in

meiosis and sperm morphogenesis, but their

exact functions are not fully understood (16–22).

Other Y genes have been targeted with no overt

fertility phenotypes (12, 23–27), but confirmation

that the allele was a null was not always estab-

lished, or deeper reproductive phenotyping was

not performed (16, 23–26). For some genes,

knockouts (KOs) have never beenmade. In this

study, we established a pipeline to systematically

generate null Y-gene deletions and performed

extensive fertility phenotyping, thereby determin-

ing which genes are involved in spermatogenesis

and how they function.

Generating mouse models with Y-gene deletions

We targeted Y genes in XY mouse embryonic

stem cells (mESCs), which were then used to

produce Y-KO animals. For each Y gene, the

entire coding region was excised using CRISPR-

Cas9 with two flanking single guide RNAs

(sgRNAs), thereby generating null alleles (Fig.

1B and fig. S1, A to C). The exception was the

duplicated H2al2y, for which we used one

sgRNA to generate indels (insertions and dele-

tions) in both copies. We used this approach

for H2al2y because the two identical copies

H2al2b and H2al2c flank Sry, meaning that a

whole-gene deletion strategy could inadvertently

remove Sry and cause sex reversal (Fig. 1A and

fig. S1D). For Zfy1 and Zfy2, we created in-

dividual deletions and a combined Zfy1&2-

double knockout (DKO) deletion, allowing us

to examine functional overlap between these

paralogs. We also generated an animal model

of the azoospermia factor a (AZFa) deletion,

encompassing Uty, Ddx3y, and Usp9y, which

in men causes the most severe form of in-

fertility characterized by a complete absence of

germ cells (28). We used this model to under-

stand the etiology of AZFa-related infertility

and to examine functional divergence of the Y

chromosome in mice andmen. The multigene

KOs also allowed us to interrogate combina-

torial effects of Y-gene loss on spermatogenesis.

Once fully validated by low-pass whole-

genome sequencing (fig. S1, E and F) andMiSeq

analysis of on- and off-target mutations (fig.

S1, G and H), deletant mESC lines were used

to make animals. This is usually achieved by

blastocyst mESC injection and breeding of

resulting chimeras to attain germline trans-

mission. Such an approach was not suitable

for mutations that could compromise fertility.

We therefore used tetraploid aggregation to

generate founders that were fully derived from

themESCs,whichmeans theywere fullymutant.

We improved the typically low birth and off-

spring survival rates associated with this tech-

nology (29–32) (see materials andmethods for

details) and generated founders from all our

Y-KO mESC lines. We conclude that Eif2s3y,

Zfy1, Zfy2, Uty, Uba1y, Usp9y, Ddx3y, Kdm5d,

H2al2y, Teyorf1, and Prssly are all dispensable

for embryonic survival.

Spermatogenic defects in a subset of
Y-gene KOs

To determine which Y genes are necessary for

reproduction, Y-KO males were mated with

wild-type females. Consistent with previous

studies,Eif2s3y-KO and Zfy1&2-DKO founders
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Fig. 1. Generation and screening of 13 Y-deletant mouse models for

abnormal gamete production. (A) Structure and gene content of the mouse

Y chromosome. (B) Experimental strategy to generate and study Y-gene

deletant mouse models. IVF, in vitro fertilization; PCR, polymerase chain

reaction; WGS, whole genome sequencing. (C) Mean numbers of male and

female pups born per litter from control and Y-deletant matings. n = total

number of pups born. Error bars represent 95% confidence interval. (D) Mean

testis weight in controls and Y-deletants. n = number of males. Error bars

represent standard deviation. (E) Median seminiferous tubule area in control

and Y-deletants. n = number of biological replicate males. At least 40 tubules

were counted per replicate. Error bars represent standard deviation. (F) Mean

sperm count in controls and Y-deletants. Sperm was collected from the

cauda epididymis. n = number of males. Error bars represent standard

deviation. (G) Periodic acid–Schiff (PAS)–stained testis sections of control,

Eif2s3y-KO, Uty-KO, AZFa-KO, Zfy2-KO, and Zfy1&2-DKO. Tubules are circled

by dotted lines. Asterisks indicate tubules with severe germ cell depletion.

Black inset: control metaphase; red insets: dark cytoplasmic signal is visible,

indicative of apoptosis. Scale bars, 20 mm. Statistical analysis by two-sided

chi-square test for (C), Mann Whitney test for (D) and (F), and two tailed

t test for (E). Significant P values (<0.05) are shown.
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Fig. 2. Screening for reduced gamete quality in 13 Y-deletant mouse

models. (A) Median sperm head area for control and Y-deletants. n = number of

males. Error bars represent standard deviation. On average, 260 sperm were

analyzed per male. (B) Mean percentage of motile sperm in the cauda epididymis

of controls and Y-deletants. n = number of males. Error bars represent standard

error of the mean. (C) Mean sperm curvilinear velocity (VCL) in controls and

Y-deletant. n = number of males. Error bars represent standard error of the mean.

(D) Mean fertilization rate of sperm from control and Y-deletant males in IVF

assays. n = number of males. Error bars represent standard deviation. Statistical

analysis by Mann Whitney test, with significant P values (<0.05) shown.

(E) DAPI-stained sperm heads from Zfy2-KO, Zfy1&2-DKO, and AZFa-KO showing

a range of abnormalities, from least (top) to most severe (bottom), compared

to a control sperm head with stereotypical shape. Scale bars, 2.5 mm. The average

sperm profile of the three deletants is compared to that of the control. n = number

of sperm heads used to build the average outline. (F) Sperm from control,

Zfy2-KO, and AZFa-KO tracked over 1 s using computer-assisted sperm analysis

(CASA). Red trajectory represents a rapid progressive sperm and blue

trajectories slow, nonprogressive sperm. Scale bars, 50 mm.
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were infertile,with severe spermatogenic defects

(17, 33) (Fig. 1, C to G). The remaining 11 Y-

deletant lines all produced offspring (Fig. 1C).

Thus, 3 of the 11 deleted Y-gene families are

necessary but not sufficient for mice to father

offspring (13–15, 19): Sry (necessary for testis

determination), Eif2s3y (necessary for sper-

matogonial proliferation), and Zfy (at least one

copy needed to produce functional sperm).

Ability to reproduce does not necessarily

mean that spermatogenesis is normal. We

therefore developed a phenotyping pipeline

to exhaustively characterize the reproductive

fitness of individual Y deletants. We assayed

litter sizes, offspring sex ratios, testis weights

and histology, sperm counts, sperm headmor-

phology, spermmotility, and in vitro fertilization

(IVF) success rates. Notably, all these param-

eters remained unaffected for deletion of Zfy1,

Uba1y, Usp9y, Ddx3y, Kdm5d, H2al2y, Teyorf1,

and Prssly, showing that these genes are dis-

pensable for mouse spermatogenesis when

deleted individually (Figs. 1, C to F, Fig. 2, A to

D, and fig. S2, A to I). Litter sizes remained stable

as theYdeletantswereprogressively backcrossed

to C57BL/6J, suggesting that strain background

did not overtly influence fertility (fig. S3, A to I).

Fig. 3. Defects in the establishment and differentiation

of the spermatogonial pool in Uty-deleted mice.

(A) Number of undifferentiated spermatogonia per tubule

in control and Uty-KO P1, P10, and adults, quantified in

testis immunostaining for LIN28A and cKIT. n = number

of tubules counted across three biological replicates.

P values calculated by Mann Whitney test. Scale bars,

2.5 mm. (B) P10 testis sections immunostained for LIN28A.

Dashed lines encircle tubules with no germ cells. Scale

bars, 100 mm. (C) Adult PAS-stained testis sections, with

Uty-KO exhibiting different missing generations compared to

control. Epithelial stages are shown in roman numerals.

Spermatocytes, and round and elongated spermatids,

are expected at all these stages. Scale bars, 20 mm.

(D) Percentage of tubules exhibiting stage-specific missing

generations. n = number of tubules counted across four

biological replicates. (E) Quantification of percentage of

tubules with differentiating In-B spermatogonia using P1, P10,

and adult testis sections immunostained with LIN28A

and cKIT. Scale bars, 2.5 mm. Tubules lacking progenitor cells

(with no LIN28A+ cells) were excluded. n = number of

tubules counted across three biological replicates. All error

bars represent standard deviation. Statistical analysis

by Mann Whitney test for (A) and (D) and two-tailed t test

for (E). Significant P values (<0.05) are shown.
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By contrast, Eif2s3y-KO, Uty-KO, AZFa-KO,

Zfy2-KO, and Zfy1&2-DKO males all exhibited

defective germ cell production, manifested as

reduced testis weight, seminiferous tubule area,

and sperm counts (Fig. 1, D to F). We found Y

genes to be involved in all the major steps of

spermatogenesis: mitosis, meiosis, and sper-

miogenesis. Eif2s3y-KO males showed severe

germ cell depletion, consistent with the role of

this gene in spermatogonial proliferation (14)

(Fig. 1G).Uty-KO and AZFa-KOmales also exhib-

ited germ cell–depleted tubules, revealing a role

for Uty in spermatogonia (Figs. 1G and 3, A to E,

and fig. S4A; see also “Uty regulates spermatogo-

nial pool establishment and differentiation”).

Zfy2-KO and Zfy1&2-DKO males exhibited

phenotypes at two stages of spermatogenesis.

The first occurred during meiosis, with some

metaphase cells undergoing apoptosis (Fig. 1G;

see also “Zfy2 regulates X-Y chromosome pair-

ing atmeiosis”). The secondoccurredduring sper-

miogenesis, with abnormal sperm morphology

and motility affecting fertilization (Fig. 2, A to

F, and figs. S2, B to I, and S4, B to D). These

defects were more severe in the Zfy1&2-DKO

males, illustrating partially redundant roles

of Zfy1 and Zfy2 in developing sperm (Figs.

1C and 2 and fig. S4, B to D).

Notably, AZFa KO males also exhibited ab-

normal sperm morphology and motility, ulti-

mately causing decreased IVF success (Fig. 2,

A to F). Sperm defects were not observed in

Uty, Usp9y, or Ddx3y single mutants (fig. S2,

A to I), indicating that multi–Y gene dele-

tions can create phenotypes that are not ob-

served in single-gene deletants and unmask

potential synergistic roles of Y genes. We con-

clude that genes exhibiting no observable ef-

fects when deleted individually may still affect

spermatogenesis. Furthermore, the obser-

vation that, unlike men, AZFa-KO mice can

produce sperm provides experimental evi-

dence that the mouse and human Y chromo-

somes are divergent in their spermatogenic

functions.

Uty regulates spermatogonial pool

establishment and differentiation

Adult Uty-KO males exhibited some tubules

with few or no germ cells, suggesting a defect

at the spermatogonial stage (Fig. 1G). This

phenotype couldarise through failure to establish,

differentiate, or renew the spermatogonial stem

cell (SSC) pool. There was no difference in

testisweights, seminiferous tubule area, or sperm

counts between adult (13 to 15 weeks) and aged

(43 weeks)Uty-KOmales, suggesting that SSC

self-renewal was unaffected (fig. S5, A to C).

We therefore focused on SSC establishment

and spermatogonial differentiation. To exam-

ine SSC establishment, testis sections were

costained for LIN28A (a marker of undifferen-

tiated and A1-A4 spermatogonia) and cKIT (a

marker of differentiating A1 to B spermatogonia)
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Fig. 4. Defects in meiotic sex chromosome pairing in the absence of Zfy2. (A) cPARP immunostaining in testis

sections to quantify metaphase apoptosis in control and Zfy deletants. Arrows indicate apoptotic metaphase

cells. Arrowheads point to misaligned chromosomes. Insets show example metaphase cells. Scale bars, 10 mm.
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deviation. DAPI, 4′,6-diamidino-2-phenylindole; cPARP, cleaved poly(ADP-ribose) polymerase. (B) Percentage of
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for SYCP3 (green), CREST (magenta), and gH2AX (gray) to quantify X-Y asynapsis in control and Zfy deletants.

Insets show sex chromosomes, with synapsed and asynapsed X-Y in control and Zfy2-KO, respectively. Scale bars,
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of the mean. Statistical analysis by unpaired two-tailed t test, with significant P values (<0.05) shown.

RESEARCH | RESEARCH ARTICLES

SCIENCE science.org 24 JANUARY 2025 • VOL 387 ISSUE 6732 397



BA C Ctrl, Zfy1-KO, Zfy2-KO, Zfy1&2-DKO, AZFa-KO

adult

Ctrl, Eif2s3y-KO& Uty-KO

P10

D

Sertoli

Leydig

Undif SG
EC

MP

Dif SG

Lep SC

Zyg SC

Pac SC

Pac/Dip SC

eSD2

eSD1

rSD3&4

rSD1&2

M/2ry SC

r/eSD1&2

Undif SG1

Undif SG2

Dif SG1

Dif SG2

Dif SG3

SC

EC

MP

Sertoli

Fetal Leydig

Leydig

PT

*

*

*

UMAP

Zfy2-KOZfy1-KO Zfy1&2-KO AZFa-KO

M/2ry SC

rSD 

 r/eSD

eSD

Leydig

Sertoli

EC

MP

Undif SG

Dif SG

Lep SC

Zyg SC

Pach SC

-1
00 0

10
0

0

22

9

77

64

38

30

27

47

43

41

57

41

47

41

46

41

1

0

2

0

-1

-23

-29

-88

-45

-52

-72

-15

-30

-24

-49

-38

-44

-43

-60

-74

-1

0

-2

0

-138

-1
00 0

10
0

0

10

9

19

12

19

16

16

11

23

17

32

26

35

44

59

87

10

0

0

0

-9

-26

-22

-8

-16

-14

-11

-5

-13

-10

-30

-27

-37

-51

-42

-32

-1

0

0

-2
00 0

20
0

4

25

19

127

120

92

56

61

40

41

40

73

102

91

98

142

12

0

1

-2

-31

-24

-166

-93

-71

-87

-44

-135

-70

-80

-138

-144

-151

-9

0

0

-6
00

-4
00

-2
00 0

1

13

6

5

27

17

9

5

37

40

19

27

31

39

53

20

2

0

-6

-451

-19

-24

-75

-234

-457

-32

-14

-12

-99

-122

-33

-66

-76

-82

-80

-12

-105

-8

20
0

so
m

a
tic

g
e

rm
 ce

lls-603

-225

na na

na na

-187

-232 290

144

81

131Pach/Dip SC
number of DE genes

 in mutant vs control 

Uty-KOEif2s3y-KO

-4
0

-2
0 0 20 40

24

21

17

20

22

17

2

7

23

1

-29

-28

-22

-26

-21

-20

-4

-15

-1

Undif SG

Dif SG

SC

Leydig

Fetal Leydig

Sertoli 

EC

PT

-8
0

-4
0 0 40 80

16

19

30

15

14

17

2

2

-65

-11

-2

-2

-47

-51

-2

0

-86

-49

nana

nana

nana

so
m

a
tic

g
e

rm
 ce

lls

downregulated

upregulated

E
Undifferentiated spermatogonia

C
tr
l

E
if2

s3
y-
K
O

0

1

2

3

n
o

rm
a
li
s
e
d

 e
x
p

re
s
s
io

n

Uchl1

C
tr
l

E
if2

s3
y-
K
O

0

1

2

3

4

n
o

rm
a
li
s
e
d

 e
x
p

re
s
s
io

n

Dmrt1

C
tr
l

E
if2

s3
y-
K
O

0

1

2

3

4

Gfra1 

n
o

rm
a
li
s
e
d

 e
x
p

re
s
s
io

n

<0.0001 <0.0001 <0.0001

F

G

Leydig cells

C
tr
l

E
if2

s3
y-

K
O

U
ty

-K
O

0

1

2

3

4

5

Cyp11a1

n
o

rm
a
li
s
e
d

 e
x
p

re
s
s
io

n <0.0001

0.0022

C
tr
l

E
if2

s3
y-

K
O

U
ty

-K
O

0

1

2

3

4

5

Cyp17a1

n
o

rm
a
li
s
e
d

 e
x
p

re
s
s
io

n

<0.0001

<0.0001

C
tr
l

E
if2

s3
y-

K
O

U
ty

-K
O

0

1

2

3

4

5

n
o

rm
a
li
s
e
d

 e
x
p

re
s
s
io

n

Igf1r

<0.0001

<0.0001

C
tr
l

E
if2

s3
y-

K
O

U
ty

-K
O

0

1

2

3

4

5

Star

n
o

rm
a
li
s
e
d

 e
x
p

re
s
s
io

n <0.0001

0.0049

H

bulk RNAseq DE genes

**

E
if2

s3
y-

K
O

Zfy
1&

2-
D
K
O

Zfy
2-

K
O

D
dx3

y-
K
O

K
dm

5d
-K

O

A
ZFa-

K
O

U
sp

9y
-K

O

Zfy
1-

K
O

U
ty

-K
O

P
rs

sl
y-

K
O

 

U
ba1

y-
K
O

H
2a

l2
y-

K
O

Te
yo

rf
1-

K
O

3344

618
421 353

187 197 147
8 33 10 0 0

-14129

-5000

-1296

-132-159
-293

-72 -57 -34
-3 -14 -13

0

-16000

-4000
-2000

0

4000

10000 8298

0

upregulated

downregulated

n
u

m
b

e
r 

o
f 

D
E

 g
e

n
e

s
 

P
10

 C
tr
l

P
10

 U
ty

-K
O

ad
ult 

C
tr
l

ad
ult 

A
ZFa-

K
O

0

1

2

3

4

Dazl

n
o

rm
a
li
s
e
d

 e
x
p

re
s
s
io

n

<0.0001 <0.0001

P
10

 C
tr
l

P
10

 U
ty

-K
O

ad
ult 

C
tr
l

ad
ult 

A
ZFa-

K
O

0

1

2

3

4

Dmrt1

n
o

rm
a
li
s
e
d

 e
x
p

re
s
s
io

n

<0.0001<0.0001

Differentiating spermatogonia

C
tr
l

Zfy
1-

K
O

Zfy
2-

K
O

Zfy
1&

2-
D
K
O

0

1

2

3

n
o

rm
a
li
s
e
d

 e
x
p

re
s
s
io

n

Dmc1

<0.0001
<0.0001

C
tr
l

Zfy
1-

K
O

Zfy
2-

K
O

Zfy
1&

2-
D
K
O

0

1

2

3

Mnd1

n
o

rm
a
li
s
e
d

 e
x
p

re
s
s
io

n
<0.0001

<0.0001

0.0002

Zygotene cells

Fig. 5. Transcriptional deregulation in Y-deletant testes. (A) Quantifica-

tion of differentially expressed (DE) genes in bulk RNAseq of Y-KO testes

compared to controls. A threshold of log2 fold change ≥0.5 was used.

Asterisks indicate Y genes not annotated in the mouse genome assembly,

which thus will not appear as down-regulated. (B and C) Uniform manifold

approximation and projection (UMAP) visualization of testis single-nuclei

RNA sequencing (snRNA-seq) datasets. (B) Integrated P10 UMAP from

control, Eif2s3y, and Uty KO samples (see fig. S8E for individual UMAPs).

(C) Integrated adult samples from control, Zfy1, Zfy2, Zfy1&2, and AZFa KOs

(see fig. S8F for individual UMAPs). Undifferentiated and differentiating

(Undif and Dif) spermatogonia (SG); leptotene (Lep); zygotene (Zyg);

pachytene (Pach); diplotene (Dip); metaphase (MM) and secondary (2ry)

spermatocytes (SC); round and elongating spermatids (rSD and eSD); fetal

Leydig; adult Leydig; Sertoli; peritubular (PT); endothelial (EC); and

macrophage (MP) cells are shown. Asterisks show unknown clusters

with no clear signatures. (D) Quantification of DE genes for each cell type

in P10 Eif2s3y and Uty KOs and adult Zfy1, Zfy2, Zfy1&2, and AZFa KOs.

Cell types with fewer than 10 nuclei in the mutants are marked as na.

(E) Expression of the differentiation markers Dmrt1, Uchl1, and the progenitor

marker Gfra1 in Eif2s3y-KO and control Undif SG1. (F) Expression of the
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at postnatal day 1 (P1), P10, and adult (13 to

15weeks old) (34, 35) (fig. S5D). The number of

undifferentiated spermatogonia (LIN28A+;

cKIT−) was reduced inUty-KOmales at all ages

(Fig. 3A). Accordingly, the number of differen-

tiating A1-A4 and In-B spermatogonia (cKIT+;

LIN28A−) was also lower (fig. S5, E and F). In

some tubules, this phenotype was particularly

severe andmanifested as a complete absence

of spermatogonial cells (Fig. 3B and fig. S5G).

The finding that spermatogonia numbers were

reduced as early as P1 demonstrates that Uty is

required for the proper establishment of the

spermatogonial pool.

To examine whether differentiation was also

compromised, we examined testis histology

and the proportion of undifferentiated ver-

sus differentiated spermatogonia in Uty-KO

males. Of note, some tubules lacked entire

generations of germ cells during stages of the

seminiferous epithelium cycle where their

presence would typically be expected. Because

this defect was not cell-type specific and af-

fected spermatocytes, round, and elongating

spermatids at different stages of the sem-

iniferous cycle, it was most likely caused by

an early differentiation failure in sperma-

togonia (Fig. 3, C and D). Supporting this

hypothesis, we observed a reduction in the

proportion of tubules containing late-stage

differentiating spermatogonia (cKIT+; LIN28A−)

and in the ratios of In-B to A1-A4 spermato-

gonia (Fig. 3E and fig. S5H). We conclude that

Uty has two functions in early spermatoge-

nesis, first regulating spermatogonial stem

cell establishment, and later spermatogonial

differentiation.

Zfy2 regulates X-Y chromosome pairing

at meiosis

In Zfy2-KO and Zfy1&2-DKO males, we ob-

served apoptosis in meiotic metaphases (Fig.

1G), which we quantified by cPARP immu-

nostaining (Fig. 4A). Metaphase apoptosis is

commonly caused by misaligned chromo-

somes, which trigger the spindle assembly

checkpoint (SAC) (36). Indeed, misaligned

chromosomes were clearly apparent in DAPI-

stained Zfy2-KO and Zfy1&2-DKO metaphase

cells (Fig. 4, A to C). Because sex chromosomes

are more prone to misalignment than auto-

somes (36), we used X- and Y-chromosome

painting to determine whether they were mis-

aligned. In 99.51% of cases, the misaligned

chromosome was the X or the Y, confirming a

sex chromosome–specific effect (Fig. 4C). De-

spite this X-Y misalignment, there was no

increase in sex chromosome aneuploid sper-

matids in Zfy2-deficient males (fig. S6A). This

finding indicated that, contrary to a previous

report using transgenesis in a mouse model

lacking a Y chromosome (20), the SAC func-

tions efficiently without Zfy2.

We suspected that the misalignment phe-

notype at metaphase resulted from a failure to

establish synapsis and recombination between

the X and Y chromosomes earlier, at pachy-

nema. To test this hypothesis, we quantified

synapsis using antibodies to the axial elements

(SYCP3), centromeres (CREST), and the X-Y

pair (gH2AX) (Fig. 4D). Zfy2-KO and Zfy1&2-

DKO males exhibited a higher frequency of

X-Y asynapsis than controls, whereas auto-

somal synapsis was unaffected (Fig. 4D and

fig. S6B). The incidence of X-Y asynapsis was

similar between Zfy2-KO and Zfy1&2-DKO

males, and Zfy1-KOs were unaffected, indi-

cating a specific role for Zfy2 and not Zfy1 in

promoting X-Y pairing. Asynapsed X-Y pairs

failed to form crossovers, as demonstrated by

MLH3 staining (fig. S6C). ZFY2 thus promotes

X-Y synapsis and reciprocal recombination.

The impact of Y genes on the

testis transcriptome

To interrogate how Y genes affect the testis

transcriptome, we performed bulk RNA se-

quencing (RNAseq) on adult testes fromour 13

mutants. Consistentwith theirmore pronounced

spermatogenic defects, Eif2s3y-KO, Zfy1&2-DKO,

and Zfy2-KOs showed the greatest separation

from other samples on a principal component

analysis (PCA; fig. S7, A and B) and exhibited

the highest number of differentially expressed

(DE) genes compared with controls (Fig. 5A).

Gene set enrichment analysis (GSEA) revealed

that gene ontology terms related to spermato-

genesis were deregulated in these mutants

(fig. S7 C and, D, and tables S1 and S2). In

mutants with no phenotypes, we observed an

unexpectedly wide range of effects on gene ex-

pression. Although some mutants exhibited

few or no DE genes (such as Teyorf1-KO), others

exhibited hundreds ofDE genes (such asDdx3y-

KO and Kdm5d-KO) (Fig. 5A and tables S1

and S2). In the case of Ddx3y-KO, other genes

associated with RNA helicase activity were

also down-regulated (fig. S7E). We conclude

that Y genes for which deletion creates no

apparent spermatogenic phenotype can still

regulate multiple downstream targets in the

testis. Because most Y genes have X-linked ho-

mologs, and Zfy and Ddx3y also have auto-

somal homologs, we assessed their expression

in mutants lacking a phenotype. We found that

these homologswere not up-regulated, suggest-

ing they do not compensate for Y-gene loss at

the transcriptional level (fig. S7, F to J).

To gain deeper molecular insights into each

spermatogenic defect, we performed single-

nuclei RNA sequencing on Eif2s3y-KO,Uty-KO,

AZFa-KO, Zfy1-KO, Zfy2-KO, and Zfy1&2-DKO

males. P10 testes fromEif2s3y andUty-KOswere

used to enrich for spermatogonia, because this

was where the phenotypes manifested, and

adult testes were used for Zfy1, Zfy2, Zfy1&2,

and AZFa-KOs to capture all cell types (Fig.

5, B and C). Using published marker genes

(37, 38), we identified all the expected somatic

testis and germ cell populations (Fig. 5, B and

C, and fig. S8, A to F).

By quantifying DE genes across clusters, we

identified transcriptomic deregulation in un-

expected cell types (Fig. 5D and tables S3 to S8).

In Eif2s3y-KO, the earliest undifferentiated

spermatogonial cluster had themost DE genes

(Fig. 5D). The transcriptional deregulation

therefore begins much earlier than the known

proliferation defect, which manifests in differ-

entiating spermatogonia (14, 33, 39). More-

over, Eif2s3y-KOs, Uty-KOs, and AZFa-KOs

had extensive deregulation in Leydig and Sertoli

cells, revealing an unexpected impact on the

somatic testis transcriptome (Fig. 5D). Nota-

bly, despite Zfy2 being predominantly expressed

in spermatids (18), the highest number of DE

genes in the Zfy2-KO was found at zygonema

(Fig. 5D). In AZFa-KOs, the number of DE

genes increased throughout pachynema, even

though no visible defects were observed at this

stage (Fig. 5D). In AZFa-KO, we also observed

changes in the expression levels of the cor-

responding X-linked and autosomal homologs

in some cell types, which could compensate

for the loss of the three Y-chromosome genes

(fig. S9, A to J).

Using GSEA, we identified multiple path-

ways affected by Y-gene loss that may contrib-

ute to the spermatogonial defects in Eif2s3y,

Uty, and AZFa deletants; the meiotic defects

in Zfy2 and Zfy1&2 mutants; and the sperma-

tid defects in Zfy2, Zfy1&2, and AZFa mu-

tants (tables S9 to S14). To find candidate

genes contributing to each phenotype, we

also examined DE genes along with the ex-

pression of known spermatogenic regulators.

In Eif2s3y-KOs, genes involved in spermato-

gonial differentiation, including Dmrt1, Uchl1,

and Stra8, were down-regulated,whereasmark-

ers of the undifferentiated state, including

Gfra1 and Etv5, were up-regulated (Fig. 5E

differentiation markers Dmrt1 and Dazl in Uty-KO, AZFa-KO, and control Dif SG.

(G) Expression of members of the steroid synthesis pathway in Eif2s3y-KO,

Uty-KO, and control Leydig cells. (H) Expression of the recombinases

Dmc1 and Mnd1 in Zfy1, Zfy2, Zfy1&2 KOs, and control zygotene

cells. Statistical analysis by Kolmogorov Smirnov test, with significant

P values (<0.05) shown. For box plots, center line is the median;

box limits, 25th and 75th percentile; whiskers, minimum to maximum;

points, outliers.
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and fig. S10, A and B). Eif2s3y could therefore

act to suppress the program that maintains

an undifferentiated state (40), or it could pro-

mote activation of the differentiation program.

In Uty-KOs, known regulators of spermato-

gonial development were down-regulated,

including Dmrt1 and Dazl (Fig. 5F). Notably,

the steroidogenesis pathway, including genes

such as Igf1r, Star, Cyp11a1, and Cyp17a1, was

down-regulated in Leydig cells of Eif2s3y,Uty,

and AZFa deletants (Fig. 5G and fig. S10, C to

E). Because production of steroid hormones

such as testosterone is crucial for germ cell

homeostasis (41), it is possible that the ob-

served germ cell defects are, at least partial-

ly, caused by dysfunctional somatic cells,

which could be investigated in future endo-

crine studies (41).

We also found that multiple factors regulat-

ing meiotic synapsis and recombination, in-

cluding Dmc1, Mnd1, and Rad51ap2, were

down-regulated in Zfy2-deficient testes, impli-

cating these factors in theX-Ypairingphenotype

(Fig. 5Hand fig. S10F). Comparing DE genes in

all our Zfy deletants allowed us to identify

putative stage-specific shared and specific tar-

gets of ZFY1 and ZFY2 transcription factors

(fig. S10, G and H, and table S15). Zfy1&2-

DKOs shared a higher number of DE genes

with Zfy2 than with Zfy1 mutants, further in-

dicating that Zfy2 is the main contributor to

the Zfy1&2-DKO phenotypes. Unexpectedly,

however, most DE genes in the Zfy1&2-DKOs

were not sharedwith eitherZfy1orZfy2mutants.

This indicated that the effects of deleting both

Zfy genes are not merely additive, but also

combinatorial.

Discussion

Here, we generated a deletion series of the

nonampliconic Y genes and used an exhaustive

reproductive phenotyping pipeline to provide

a comprehensive overview of Y-gene functions

in spermatogenesis. We also generated a trans-

criptomic atlas of Y-mutant testes, revealing

how Y genes regulate testis gene expression

and providing a resource to the research com-

munity. We demonstrated that more Y genes

are required for normalmurine spermatogenesis

than previously known, and they function in

more spermatogenic processes than previously

thought.

As shown by others (1, 2, 42), our compar-

ative analyses across species and within the

human population revealed that all the broadly

conserved Y-chromosome genes that we stud-

ied are subject to purifying selection, regardless

of whether their deletion causes spermatogenic

defects (fig. S11, A and B). Whereas some Y

genes are paramount for normal spermato-

genesis, others havemore subtle effects, which

are revealedwhen deleted in combinations. This

provides insights into human infertility. Most

known cases of humanY chromosome–related

infertility are caused by either AZFa, AZFb, or

AZFc deletions (28). Because these deletions

remove multiple Y genes, identifying which

is causative remains a challenge in clinical

genetics (43). Our work raises the possibility

that the etiology of some infertility cases may

result from the cumulative loss of several Y

genes, each of which has only a minimal im-

pact on spermatogenesis.Moreover, Ymutations

may sensitize individuals to environmental in-

sults and autosomal mutations. Subtle Y-gene

functions may be shared with their X or auto-

somal homologs, and the presence of these

homologs may be sufficient to prevent severe

defects in some Y deletants. Variation in the

extent to which homologs can compensate for

Y mutations could explain the difference in

phenotypes betweenmice and humans, as seen

when AZFa is deleted.

Some Y genes are also expressed outside of

the testis (Fig. 1A), and potential roles in

nonreproductive organs may contribute to

their evolutionary survival. A rapidly increasing

volume of research supports this notion, link-

ing Y chromosome loss to aging and a wide

range of conditions including cancer and heart

disease (44–49). Our Y-deletant mouse mod-

els present a valuable resource with which to

unravel these phenotypes at the single-gene

level.
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METALLURGY

Ductilization of 2.6-GPa alloys via short-range
ordered interfaces and supranano precipitates
Yong-Qiang Yan1†, Wen-Hao Cha2,3†, Sida Liu2*, Yan Ma4, Jun-Hua Luan5, Ziyuan Rao6,7,

Chang Liu1*, Zhi-Wei Shan1, Jian Lu8*, Ge Wu1*

Higher strength and higher ductility are desirable for structural materials. However, ultrastrong alloys inevitably

show decreased strain-hardening capacity, limiting their uniform elongation. We present a supranano

(<10 nanometers) and short-range ordering design for grain interiors and grain boundary regions, respectively,

in fine-grained alloys based on vanadium, cobalt, and nickel, with additions of tungsten, copper, aluminum,

and boron. The pronounced grain boundary–related strengthening and ductilization mechanism is realized

through segregation of the short-range ordering near the grain boundary. Furthermore, the supranano ordering

with a larger size has an enhanced pinning effect for dislocations and stacking faults, multiplied and

accumulated in grain interiors during plastic deformation. These mechanisms promote continuously increased

flow stress until fracture of the alloy at 10% strain with 2.6-gigapascal tensile stress.

G
rain refinement is a practical approach

to simultaneously enhance strength and

ductility for coarse- and fine-grained

alloys (1) that has been widely applied

in industry. The yield strength of fine-

grained alloys is usually <1 GPa (2, 3). Although

the extreme refinement of grains to nanoscale

can substantially enhance the strength, ductil-

ity decreases as a result. A gradient structure,

with nano-sized grains on the surface to coarse

grain in the sample interior (4), and hetero-

structures (with different grain sizes) (5) are

successful alloy design strategies to simulta-

neously increase strength and ductility. The

strength is enhanced because of grain boundary

(GB) strengthening from the nanograin region.

During plastic deformation, dislocation multi-

plication in the coarse grains and the genera-

tion of geometrically necessary dislocations

near transition zones between the nanograin

and coarse-grain regions (5) facilitate high

strain-hardening rates, and thus, the ductility

is enhanced. Nanostructuring for the grain

interior is another important approach. Suc-

cessful strategies include introductions of

coherent nanoprecipitates (6–9), short-range

ordering (SRO) (10–12), chemical heterogene-

ities (13, 14), and nanotwins (15), among others.

The atomic interactions among these nano-

structures and dislocations promote multi-

plication of dislocations in the grain interior,

also enhancing strain-hardening rates. The

tensile strength of these alloys can be im-

proved to 1 to ~2 GPa. To further strengthen

alloys to an ultrahigh strength level (e.g.,

>2.5-GPa tensile strength), various strengthen-

ing mechanisms should be introduced. How-

ever, the resultant decreased strain-hardening

rate usually induces unstable necking or forma-

tion of Lüders bands, for example. The localized

deformation substantially shortens uniform

elongation (e.g., <5% strain for 2.5-GPa alloys)

(16–18). Different from the above alloy design

strategies, which focus on distribution of

variant grain sizes or nanostructuring of grain

interiors, here we use SRO decorating GB

regions (short-range ordered interfaces) of

the face-centered cubic (FCC) phase in a fine-

grained FCC-BCC (body-centered cubic) dual-

phase alloy, facilitated by positive interfacial

interaction energy between the SRO and the

FCCmatrix. The short-range ordered interface

can be categorized as a GB complexion (19),

substantially increasing the stress barrier

against dislocation motion—i.e., a higher yield

strength. Therefore, more dislocations pile up

near GB regions than in grain interiors during

plastic deformation. The activities of disloca-

tions (gliding and pile-up) disrupt the ordered

structure of the SRO, transformed into dis-

ordered solid solution—i.e., the order-to-disorder

transition. This behavior weakens stress con-

centrations on GB regions and thus impedes

cracking from GBs of the FCC phase. Further-

more, we introduce orderings (precipitates) of

<10 nm (supranano) in the grain interior of

the FCC phase. The supranano (20) is a metric

unit of length that is <10 nm, which is much

larger than the size of SROs (<1 nm). There-

fore, the supranano orderings have a stronger

pinning effect for dislocations and stacking

faults (SFs). Such orderings make the motion

of dislocations and SFs slow, which increases

the possibility of their interaction and entan-

glement with othermoveable dislocations. This

behavior promotes multiplication and accumu-

lation of these defects upon loading. The supra-

nano orderings are uniformly distributed in

the grain interior, and thus, the distribution of

the generated defects is also uniform, which

alleviates stress localization. These two kinds

of orderings have mutually complementary

strengthening and ductilization mechanisms

near GB regions and in grain interiors of the

FCC phase, respectively, facilitating a high

strain-hardening rate and large elongation.

The received ultrahigh flow stress transforms

a portion of the BCC phase (7.7% fraction) to a

FCC structure during deformation.

Results and discussion

Microstructure and composition

To realize ultrahigh yield strength, we refined

the grain size and introduced a secondary

harder phase by thermal treatments and roll-

ing processes. The reduced grain size shortens

the mean-free path of dislocations in the grain

interior and enhances interactions of the dis-

locations with the short-range ordered GB

regions in the FCC phase. We then performed

thermal aging to trigger formation of the

precipitate ordering, facilitating large uniform

elongation. The received VCoNi-W-Cu-Al-B alloy

has a dual phase structure (Fig. 1, A and B),

composed of FCC and L21 (an ordered BCC

phase) structures, with an average grain size of

1 mm for both phases (fig. S1). The FCC phase

has an area fraction of 78.7%, dominating the

main structure of the material. Further reduc-

tion in the fraction of the FCC phase might

induce embrittlement of the alloy (21). The

structure evolution of the alloy during thermal

andmechanical treatments is shown in fig. S2.

The compositions of the FCC and L21 phases

are Ni37Co34V27Al2 atomic % (at %) and

Co31V25Ni25Al18Cu0.5W0.5 at % (Fig. 1, C and D),

respectively. Some tiny boride nanoparticles

with an average diameter of 240 nm discon-

tinuously embed between adjacent FCC-BCC

phase boundaries (fig. S3). The L21 phase and

boride nanoparticles may also contribute to

the strengthening effect. The L21 phase reveals

a typical superlattice feature in a selected-area

electron diffraction (SAED) pattern (Fig. 1B1).

The SAED pattern of the FCC phase depicts

very weak diffraction spots of L12 structure

among the matrix lattice (Fig. 1B2), which is

different from that of other L12 nanoprecipi-

tated alloys (6–9).We performed atom-resolved

investigations from the <1 1 2> zone axis (Fig.

1F) using aberration-corrected scanning trans-

mission electron microscopy (STEM). The
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result shows a major disordered solid solution

structure but with occasionally brighter atoms

(Fig. 1, F and H) within the matrix lattice. A

careful inverse Fourier transformation (IFT)

analysis (Fig. 1, I and J) shows that the brighter

atoms are not randomly distributed. Rather,

they aggregate into two kinds of local order-

ings, SRO and supranano L12 (S-L12) particle.

Because of their different crystalline structures,

the S-L12 particles are mainly formed by nu-

cleation in the FCC matrix instead of growth

from the SRO during aging. In this study, the

fractions of the S-L12 particle and SRO are 30

and 22%, respectively, in the FCC phase (fig.

S4). The size of S-L12 particles and SRO are 0.5

to ~4 nm and <1 nm, respectively (Fig. 1, I and

J). Therefore, the corresponding diffraction

spots of the S-L12 particles are substantially

weaker than those of previously reported L12
nanoprecipitated alloys (6–9), which usually

have a much larger precipitation size of 10 to

tens of nanometers. Furthermore, the diffrac-

tion feature of the S-L12 particles reveals weak

spots (Fig. 1G, dashed yellow circles) compared

with blurry disks for SRO (Fig. 1G, dashed pink

circles) because of a much larger size of the

S-L12 particles. The SROs with heterogeneous

structures and compositions are generally be-

lieved to multiply dislocations during plastic

deformation, improving ductility of the mate-

rials (10–12). In fine-grained alloys, the volume

fraction of GB is large, so that the GB structure

has a big influence on mechanical behavior.

We performed careful composition investi-

gation on GB regions of the FCC phase using

electron probe microanalysis (EPMA), showing

the absence of B (fig. S3). Therefore, the change

of atomic packing structure near GB regions

by segregation of B (22, 23) can be ruled out.

We then performedmolecular dynamics (MD)

simulation to study GB segregation tendency of

the SRO and S-L12 particles in the FCC phase.

The result shows that the interfacial interaction

energy between the SRO and the FCC matrix

lattice is positive, which indicates a repulsive

interaction (Fig. 1E and fig. S5). This behavior

facilitates segregation of the SRO toward GB

regions of the FCC phase. By contrast, the

interfacial interaction energy is negative for the

case of S-L12 particles, promoting their precip-

itation in grain interiors (Fig. 1E and fig. S5).

Fig. 1. Structure of the SS-alloy (containing both

SRO and S-L12 particle in the FCC phase).

(A) Reconstructed three-dimensional EBSD inverse pole

figure probed from normal direction (y), rolling

direction (z), and transverse direction (x). (B) Phase

image of the square region in (A), showing the FCC-

BCC dual-phase structure. Area fractions of FCC and

BCC phases are 78.7 and 21.3%, respectively.

(B1 and B2) SAED patterns of the two phases, probed

from BCC <0 1 1> and FCC <0 1 1> zone axes,

respectively. (C) One-nanometer-thick side slice of

the three-dimensional reconstruction of a typical

atom probe tomography (APT) dataset, showing Al-

enriched and Al-depleted regions highlighted by an

isoconcentration surface in terms of an Al threshold

value of 12 at %. The APT tip may be sampled from

the area similar to the cyan dashed square region in

(B), with FCC phase embedded in BCC phase.

(D) One-dimensional compositional profile across

the region indicated with the arrow in (C), showing the

compositions of the FCC and BCC (L21) phases.

The light shadows indicate statistical errors in terms of

the standard deviations. (E) Schematic illustration

from MD calculation, depicting the segregation and

precipitation behaviors of SRO and L12 particle near

GB region and in grain interior, respectively.

(F) Aberration-corrected high-angle annular

dark-field (HAADF) STEM image of the FCC phase,

probed from <1 1 2> zone axis. (G) Fast Fourier

transformation (FFT) image of (F), showing the main

diffraction spots of the FCC matrix (cyan dashed

circles), weak diffraction spots of the S-L12 particles

(yellow dashed circles), and blurry diffraction disks of

the SRO (pink arrows and dashed circles). (H) Enlarged

HAADF-STEM image (upper panel) of the dashed

green rectangle region in (F), showing the atoms of an

ordered particle and the disordered matrix arranged

with and without periodic Z-intensity, respectively

(lower panel). a.u., arbitrary units. (I and J) IFT

images of (F) generated by using the masks of SRO

and S-L12 diffraction spots and disks in (G), respec-

tively, highlighting the SRO and S-L12 regions in real

space. (K) Combined IFT image, generated by using the masks of FCC, SRO, and S-L12 diffraction (d) spots and disks in (G), respectively, showing the configurations of the

SRO and S-L12 particle in the FCC matrix. The insets are enlarged images of the solid square regions and reveal lattice structures of the SRO and S-L12 particle,

coherent with the FCC matrix.
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The experimental observations (Fig. 3G1 and

fig. S6) confirm this theoretical result.

Mechanical properties

We performed identical tensile tests on as-cast

alloy, S-alloy (containing SRO in the FCC

phase), S’-alloy, and SS-alloy (containing both

SRO and S-L12 particle in the FCC phase) (Fig.

2A). The as-cast alloy has a yield strength of

0.7 GPa and total elongation of 1.3% strain.

The yield strength and total elongation in-

crease to 2.1 GPa and 4.7% strain, respectively,

after additional rolling and thermal treatments

for the S-alloy. The enhancement ofmechanical

property is mainly due to the refined dual-

phase structure and embedded SRO in the FCC

phase (fig. S7). The ultimate tensile strength

(UTS) is 2.3 GPa at 2.6% strain, and strain

softening occurs subsequently. After an addi-

tional 5 hours of aging at 500°C, the yield

strengthand total elongation increase to 2.2GPa

and 6.0% strain, respectively, for the S’-alloy.

The UTS is still 2.3 GPa but with amuch larger

uniform elongation of 4.9% strain. With fur-

ther aging time (20 hours’ aging at 500°C), the

received SS-alloy has a further increased uni-

form elongation of 9.5% strain and a yield

strength of 2.2 GPa.We also conducted identical

tensile tests on a much thicker SS-alloy, and its

mechanical properties do not substantially

change (fig. S8). Themorphology of the fracture

surface reveals a dimple-type pattern (Fig. 2A,

inset), a ductile signature of the alloy. After

yielding, strain hardening lasts until fracture of

the alloy, inducing an ultrahigh UTS of 2.6 GPa

(Fig. 2, A and B). The structure difference of the

SS-alloy is the addition of S-L12 particles after

thermal aging compared with the reference

S-alloy, facilitating an increased yield strength

andmuch higher strain-hardening rate (Fig. 2B).

We calculated dislocation density of the FCC

phase in the SS-alloy on the basis of in situ

synchrotron x-ray diffraction during ten-

sile tests. The result shows that dislocation

density increases during deformation. The

dislocation density of the FCC phase contin-

uously increases to >1 × 10
16
m
−2

after 2.6%

strain (Fig. 2B, inset), where that is the

reference S-alloy’s UTS point. Such a high

density of dislocations is comparable to that of

severely plastic deformed alloys (24), promot-

ing a high strain-hardening rate and prevent-

ing strain softening as in the reference S-alloy.

Dislocationmotion can also be activated in the

ordered BCC phase during plastic deforma-

tion, although this phase is generally known

to be brittle (25, 26). We show that the ultra-

high flow stress induces BCC-to-FCC phase

transformation, and the confinement defor-

mation activates dislocation motions in the

BCC phase. We compared the mechanical

properties of the SS-alloy with those of other

ultrahigh-strength (UTS > 1.5 GPa) composi-

tional complex alloys (CCAs) at room temper-

ature (Fig. 2C and fig. S9). For a fair comparison,

we do not include the data of dilute alloys or

the alloys revealing nonuniform deformations

(e.g., with post-yielding, largely serrated plastic

flow). To highlight strain-hardening capacity

at ultrahigh flow stress, UTS versus uniform

elongation (Fig. 2C) and yield strength versus

hardened strength relations (fig. S9) are plotted.

The SS-alloy shows a good combination of

UTS, uniform elongation, and strain-hardening

capacity. The existing alloys with UTS exceed-

ing 2.5 GPa usually have very limited uniform

elongation (<5% strain). Furthermore, previ-

ous ultrastrong alloys show limited strain-

hardening capacity if their yield strength is

>2.0 GPa, restricting further hardening toUTS

of 2.6 GPa. The mechanical instability of these

ultrastrong alloys is usually attributed to early

necking by strain localization (1). Compared with

the reference S-alloy, the additional supranano

ordering in the SS-alloy can solve this problem.

Deformation mechanisms

The atomic interactions from the supranano

particles in the FCC phase facilitate the “extra”

strain hardening compared with that of the

reference S-alloy. Furthermore, we performed

TEM and aberration-corrected STEM inves-

tigations on the deformed FCC phase to reveal

deformation mechanisms (Fig. 3). The initial

FCC phase already contains a large number

of dislocations (Fig. 3A), consistent with the

synchrotron x-ray diffraction result (disloca-

tion density of 4.0 × 10
15
m
−2
; Fig. 2B, inset).

A high density of dislocations is introduced

by a cold-rolling process, inducing the high

yield strength of the SS-alloy. We performed

careful TEM investigations (fig. S10) on hot-

rolled recrystallized alloys with or without

thermal aging [the alloys have a much larger

grain size of 2 mm (fig. S2) and reduced density

of dislocations], respectively, showing that the

formation of SRO and S-L12 particles is similar

to that of the S-alloy and SS-alloy. This indi-

cates that grain size and dislocation density do

not have substantial influence on the forma-

tion of SRO and S-L12 particles in the FCC

phase. The dislocation density should have

dynamic increasing during plastic deformation

to maintain strain-hardening capacity (24, 27–

29); otherwise, subsequent necking-induced

instability prevails, which decreases the duc-

tility of the alloy (S-alloy; Fig. 2A). In the current

SS-alloy, dislocation density has substantial

improvements during the whole deformation

process, shownby both TEM (Fig. 3, A toD) and

synchrotron x-ray diffraction (Fig. 2B, inset)

results. The plasticity carriers are mainly dislo-

cations at the beginning of plastic deformation
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Fig. 2. Room-temperature tensile property of the SS-alloy. (A) Engineering tensile stress-strain curves of the SS-alloy, S’-alloy, S-alloy, and as-cast alloy. The

insets are fracture surface of the SS-alloy sample after tensile testing, revealing dimple-type pattern. (B) Strain-hardening rate evolutions of the alloys during tensile

straining. (Inset) Dislocation density evolution of the FCC phase in the SS-alloy during tensile straining. (C) UTS versus uniform elongation relation of the alloys in the

current study, compared with that of other ultrastrong CCAs (8, 16, 18, 39–50).

RESEARCH | RESEARCH ARTICLES

SCIENCE science.org 24 JANUARY 2025 • VOL 387 ISSUE 6732 403



(3% strain; Fig. 3B), and then SFs initiate sub-

sequently (Fig. 3, C and D). The diffraction

spots of theS-L12phase become less pronounced

after deformation (Fig. 3, A and D, insets), in-

dicating an order-to-disorder transition. This

behavior is further demonstrated by an in situ

TEM tension experiment (fig. S11). Aberration-

corrected high-resolution STEM observations

reveal that dislocation-enriched regions con-

tain much fewer S-L12 particles (Fig. 3, E3 and

F). This indicates that the motion of disloca-

tions disrupts the ordered particles, transformed

into disordered solid solution. Although the

order-to-disorder transition of the S-L12 par-

ticles may lower the degree of precipitation

strengthening in the FCC phase, the disloca-

tions can be effectively multiplied to counter-

act this softening and further provide strain

hardening. This effect is mainly due to the

hindering of dislocation motion by the S-L12
particles ahead. Moreover, there are almost

no S-L12 particles on SFs, indicating another

order-to-disorder transition effect by SF mo-

tion (Fig. 3F1). Larger-sized S-L12 particles

still exist on two ends of the SF (Fig. 3F1), which

impedes the SF’s propagation. One particle

(~3-nm size) is highlighted by a red dashed

circle in Fig. 3F, which shows how it is much

larger than the average particle size (1.4 nm;

fig. S4). Therefore, more SFs are generated

from other planes, refining the microstructure

(Fig. 3D). The dynamically shortened mean-free

path of dislocations elevates the stress bar-

rier against dislocation motion, further enhanc-

ing the strain-hardening capacity. The SROs are

much smaller than S-L12 particles, and thus, the

pinning effect for dislocations and SFs is less

pronounced. This explains the shorter uniform

elongation of the reference S-alloy compared

with that of the SS-alloy (Fig. 2A). One may

argue that it is better to replace SROs with S-L12
particles to enhance the ductility. That argu-

ment will be correct if the SROs only pre-

cipitated in the grain interior.

The current SRO provides an “extra” ducti-

lization mechanism, which cannot be realized

by the S-L12 particles. The S-L12 particles pre-

cipitate in grain interiors, but the SRO has

the opposite tendency, segregating near GB

regions of the FCC phase (Fig. 3, G and G1).

This segregation scenario induces strain con-

centrations on GBs (Fig. 3I). This effect ele-

vates the stress barrier against nucleation of

dislocations from GBs, enhancing the yield

strength. However, it is reported that a large

number of dislocations may pile up on the

strain-concentrated GBs during plastic defor-

mation (4, 30, 31), favoring generation of

microcracks. This effect is severe in conven-

tional ultrafine-grained alloys, owing to the

short mean-free path of dislocations. In the

current SS-alloy after tensile deformation,

however, the SROs are uniformly distributed

across the GB region and grain interior of the

FCC phase (Fig. 3H1)—the SRO near the GB

region is substantially weakened. This indi-

cates a higher probability of order-to-disorder

transition events of SRO near the GB region

compared with the grain interior because of

the more intense dislocation activities. The

complex SF energy and antiphase boundary

energy of the CCAs decay after dislocation

glide (32), and the dislocation activities ine-

vitably distort the local atomic packing struc-

ture of the SRO (33), promoting the transition

toward random solid solution. Because SROs

have a weaker pinning effect for dislocations

than S-L12 particles have, the dislocation pile-up
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Fig. 3. Structure evolution of the FCC phase in the SS-alloy upon tension. (A to D) Bright-field TEM

images of the FCC phase under different tensile strains, showing evolutions of dislocations and SFs. The TEM

images are in two-beam condition probed from <0 1 1> direction with a g = {1 1 −1} vector. The insets in (A)

and (D) are corresponding SAED patterns probed from <0 1 1> zone axis, showing weakening of S-L12
diffraction spots after tension. (E) Aberration-corrected annular bright-field (ABF) STEM image of the FCC

phase after 9.5% tensile straining. The upper and lower regions contain few and substantial (denoted by

white arrows) dislocations, respectively. (E1 and E2) FFT patterns derived from the red and green square

regions in (E), respectively, showing disappearing of S-L12 diffraction spots in dislocation-enriched regions.

(E3) Enlarged aberration-corrected HAADF-STEM image of the dislocation-enriched region in (E), showing a

SF on the left and three dislocations on the right. (E4) Corresponding strain mapping of (E3) based on

geometrical phase analysis, revealing strain localizations by SF and dislocations. (F) Combined IFT image

generated from (E3), showing interactions among dislocations or SFs and S-L12 particles. (F1) Enlarged image

of the dashed rectangle region in (F). (G) Aberration-corrected HAADF-STEM image of a FCC region near GB

before tension, probed from <1 1 2> zone axis. (G1) Enlarged combined IFT image generated from the red square

region in (G), showing enrichment of SROs near GB. (H) Aberration-corrected HAADF-STEM image of a FCC

region near GB after 9.5% tensile straining, probed from <1 1 2> zone axis. (H1) Enlarged combined IFT image

generated from the red square region in (H). The distribution of SROs is uniform across GB, indicating disruption

of the ordering by motion of dislocations. (I) Kernel average misorientation (KAM) mapping of the SS-alloy before

tension. Strains are concentrated in most GB regions, which may be due to the enrichment of SROs near GB. (J) KAM

mapping of the SS-alloy after 9.5% tensile straining. Strain concentrations are uniformly distributed across GB and

grain interior.
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configuration is also weaker. The disordering

of the SROs with a weaker dislocation pile-up

feature substantially relieves strain concen-

trations on the GB regions, impeding micro-

crack generation. Meanwhile, the uniformly

distributed SRO and S-L12 particles in the

grain interior favor the uniform accumulation

feature of dislocations. As a result, strain con-

centration scenarios are similar in the GB

region and grain interior of the FCC phase

(Fig. 3J). This strain delocalizationmechanism

postpones crack generation and prolongs the

elongation. The uniformly multiplied disloca-

tions in the grain interiors and GB regions of

the FCC phase promote strain hardening.

The ordered BCC phase is usually harder

than the FCC phase, contributing to a higher

yield strength but reduced ductility (21). We

performed electron backscattered diffraction

(EBSD) investigations on the same region of an

SS-alloy sample before and after tension (Fig. 4,

D and E), which showed that the fraction of

the FCC phase increases from 71.6 to 79.3%

upon deformation, indicating a strain-induced

BCC to FCC phase transformation phenome-

non. This corresponds well with the in situ

synchrotron x-ray diffraction results during

tensile test (fig. S12). The BCC-to-FCC phase

transformation usually occurs at the crack tip,

where it is under an ultrahigh stress level

(34, 35). It is suggested that shearing of the

lattice on a {0 1 1}BCC habit plane in the <1 −1

1>BCC direction induces this phase transforma-

tion, known as the Nishiyama-Wassermann

model (36). In the current SS-alloy, ~2.6-GPa

flow stress is an ultrahigh level among the

reported CCAs (Fig. 2C). The boundary of a FCC

region migrates into the adjacent BCC region

(Fig. 4, D and E, green dashed square), but the

SS-alloy seldom reveals nucleation of the FCC

phase inside a BCC grain upon deformation.

This indicates that the BCC-to-FCC phase trans-

formation mainly occurs from the FCC-BCC

phase boundary. The FCC phase, BCC phase,

and boride nanoparticles at the FCC-BCC phase

boundary have different intrinsic mechanical

properties (namely, differences in shearmodulus

and Burgers vector), and thus, stress localiza-

tion preferably occurs at the phase boundary.

Therefore, the stress level should be much

higher than the average flow stress of the alloy,

promoting the BCC-to-FCC phase transfor-

mation. The displacive movements of lattice

planes can relieve stress concentrations. For

comparison, we also performed identical me-

chanical tests on reference alloys without W

and Cu and without B, W, and Cu (fig. S13).

The reference alloys have reduced yield strength

and elongation, which in turn demonstrates the

strengthening and ductilization effect from the

boride nanoparticles in the SS-alloy. Dislocation

motion can be activated in the BCC phase (Fig.

4, F and G) and boride nanoparticles (fig. S3, C

and D), although the L21 BCC phase (25, 26)

and the boride are generally known to be brittle.

Because the FCC phase has the highest fraction,

has a larger grain size, and causes the ductile

deformation mechanism in the SS-alloy, the

dislocation motions in the brittle phases are

mainly due to confinement deformation with

the FCC phase (37, 38). Geometrically neces-

sary dislocations generated in the softer FCC

phase pile up near the phase boundaries, ren-

dering back stress in the softer FCC phase and

forward stress in the harder phases (the hetero-

deformation–induced stresses) (5). This hetero-

deformation mode near the phase boundaries

can also induce strain hardening of the dif-

ferent phases (5). The harder phases should

have globular-like morphology and be distrib-

uted uniformly among the alloy, delocalizing

stress concentrations on the phase boundaries.

These behaviors further ductilize the SS-alloy.

If the plastic flow stress of an alloy could not be

maintained at such a high level (e.g., traditional

dual-phase alloys with low flow stress), the

BCC-to-FCC transformation will not occur.

Therefore, the strengthening and ductilization

mechanisms from the SRO and S-L12 particles

(Fig. 4, A to C) in the FCC phase are the key

preconditions for this behavior.

Conclusions

In summary,we present a ductilization strategy

for 2.6-GPa alloys through short-range ordered

interfaces and supranano precipitates. The sup-

ranano precipitates are L12 particles with a

diameter of 0.5 to ~4 nm, coherent with the

FCC solid-solution matrix. They have a stron-

ger pinning effect for dislocations and SFs

during plastic deformation compared with

SROs, triggering multiplication and accumu-

lation of dislocations in grain interiors of the

FCC phase and thus a higher strain-hardening

rate. The SROs have positive interfacial inter-

action energy with the FCCmatrix, promoting

their segregation near GB regions of the FCC

phase. This configuration is helpful for the

enhancement of yield strength. The less pro-

nounced pinning effect for dislocations favors

dislocationmotion near GB regions of the FCC

phase, inducing the order-to-disorder transition

of the SROs. This behavior, together with

the weaker dislocation–pile-up configuration,

relieves strain concentrations at GBs of the

FCC phase during plastic deformation. Con-

sequently, strain variation is uniformly dis-

tributed across GB regions and grain interiors

of the FCC phase. Furthermore, the BCC-to-

FCC phase transformation occurs at FCC-BCC
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Fig. 4. Deformation mechanism of the SS-alloy. (A to C) Schematic illustration showing the structure

evolution of the FCC phase upon tension. SRO and S-L12 particles are enriched near GB and in grain

interior, respectively, before tension (A). During tension, dislocation activities near GB induce order-to-

disorder transition of the SROs near GB, releasing strain concentrations (B). Large numbers of dislocations

and SFs are multiplied and accumulated in grain interiors because of the enhanced pinning effect from S-L12
particles compared with that from SROs (C). (D and E) EBSD phase mapping images of the same region in the

SS-alloy before and after tension, showing BCC-to-FCC phase transformation from the phase boundary. (F and

G) TEM images of the ordered BCC phase before and after tension, probed from <0 1 1> direction with a g = {0 1 −1}

vector. The insets are corresponding SAED patterns.
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phase boundaries because of anultrahigh stress

level during plastic deformation. The hetero-

deformation mode near the phase boundaries

can also induce strain hardening, and the dis-

placive phase transformation relieves stress

concentrations at the phase boundaries, further

ductilizing the alloy. The combined precipita-

tion structuring by supranano ordering and

interfacial decoration by SRO offer a strategy

to ductilize ultrastrong alloys, achieving large

uniform elongation with continuous strain

hardening until fracture, especially for alloys

exceeding 2.5-GPa tensile strength.
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MATING SYSTEMS

A single gene orchestrates androgen variation
underlying male mating morphs in ruffs
Jasmine L. Loveland1,2*†, Alex Zemella1,3*†, Vladimir M. Jovanović3,4, Gabriele Möller5,
Christoph P. Sager6, Bárbara Bastos3,7, Kenneth A. Dyar5, Leonida Fusani2,8, Manfred Gahr1,
Lina M. Giraldo-Deck1, Wolfgang Goymann1,9, David B. Lank10, Janina Tokarz5,
Katja Nowick3, Clemens Küpper1*

Androgens are pleiotropic and play pivotal roles in the formation and variation of sexual phenotypes. We

show that differences in circulating androgens between the three male mating morphs in ruff sandpipers

are linked to 17-beta hydroxysteroid dehydrogenase 2 (HSD17B2), encoded by a gene within the

supergene that determines the morphs. Low-testosterone males had higher HSD17B2 expression in blood

than high-testosterone males, as well as in brain areas related to social behaviors and testosterone

production. Derived HSD17B2 isozymes, which are absent in high-testosterone males but preferentially

expressed in low-testosterone males, converted testosterone to androstenedione faster than the

ancestral isozyme. Thus, a combination of evolutionary changes in regulation, sequence, and structure

of a single gene introduces endocrine variation underlying reproductive phenotypes.

T
estosterone is instrumental for the devel-

opment of the male reproductive tract,

sperm production, secondary sex charac-

teristics, skeletal muscle mass, and ex-

pression of social behaviors, including

those that are sexual, aggressive, and courtship-

related (1–5). Although both sexes produce

testosterone, males generally have higher

circulating testosterone concentrations than

females (4, 6–8). In males, testosterone is syn-

thesized primarily in the testes, with its pro-

duction controlled through a feedback-control

loop in thehypothalamic-pituitary-gonadal (HPG)

axis. Male testosterone levels typically peak dur-

ing the breeding season (9, 10) but vary con-

siderably between individuals depending on life

history, reproductive trade-offs, and alternative

mating tactics (2, 11, 12). Usually, dominant ter-

ritorial males have high levels of circulating tes-

tosterone while subdominant males or males

that use alternative mating tactics, such as

sneaking, have low testosterone levels (11).

Testosterone levels fluctuate diurnally and

seasonally, but a proportion of the variation

between individuals may have a genetic basis

and quantitative genetic studies have sug-

gested substantial heritability for testosterone

in tetrapods (13). In humans, 65% of variation

in serum testosterone concentrations between

male twins was explained by genetics (14).

Genome-wide association studies provided a

number of candidate genes for testosterone

variation including the sex-hormone binding

globulin locus andmultiple loci on the X chro-

mosome (8, 15, 16). In addition, genes expressed

along the HPG and hypothalamic-pituitary-

adrenal (HPA) axes have been studied for their

contributing roles to the rate of testosterone
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production and metabolism (17, 18), including

the use of prohormones such as dehydroepi-

androsterone to avoid costs of high circulating

testosterone (19). However, a detailed charac-

terization of genetic variants linked to testoster-

one concentrations, including a confirmation

of functional effects on testosterone production

or metabolism, has so far remained elusive.

Species with multiple reproductive morphs

often exhibit systemic androgen variation be-

tweenmale types. Ruffs (Calidris pugnax) fea-

ture three mating morphs that are fixed for
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Fig. 1. Gene expression between male morphs is concentrated in the

supergene region. (A) Male ruff morphs differ in ornamental plumage and

supergene haplotypes. (B) Morph-specific concentrations of circulating testosterone

(n = 36), androstenedione (n = 25), aggression and courtship (n = 26). The

morph model differentially expressed genes in pairwise comparisons. (C) Faeder

versus independent (n = 26). (D) Satellite versus independent (n = 27) and

(E) Faeder versus satellite (n = 19), aligned to karyoplots for a subset of

representative scaffolds. The supergene region is magnified on right panels

with recently recombined areas shaded in dark gray. Each circle is a differentially

expressed gene; red and blue circles denote higher and lower expression levels in

the first versus second morph, respectively. The top differentially expressed

genes with the largest absolute log2 fold change are labeled. Karyoplot shading

denotes gene presence (black) and absence (white). Gene density plot calculated

in 105 base pair (bp) windows. Kruskal-Wallis tests followed by Wilcoxon rank

tests with Bonferroni adjusted P-values were used in (B), asterisks indicate *P <

0.05, **P < 0.01, ***P < 0.001. (B) modified from (38).
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life: independents, satellites, and faeders. The

morphs show nearly discrete differences in size,

plumage ornamentation, aggressive behav-

ior, and courtship behavior (20) (Fig. 1, A and

B). During the mating season, males of the

most common independentmorph compete ag-

gressively with each other to establish a domi-

nance hierarchy on leks. Themost competitive

independents display on small lek courts to

entice visiting females. Satellites, with their con-

spicuous pale plumage ornaments, co-display

submissively with selected independents and

mate opportunistically when their independent

partners are momentarily distracted (21, 22).

Faeders, the rarest and smallest males, have

no ornamental feathers but mimic females in

appearance and behavior to sneak copulations

(23). Breeding males exhibit clear morph varia-

tion in circulating androgens (20, 24, 25). In-

dependents have high circulating testosterone

levels but low levels of androstenedione, a less

potent androgen and testosterone precursor

and metabolite. The nonaggressive satellite

and faeder males show the reverse pattern

(Fig. 1B). The morphs are differentiated by

an autosomal supergene that arose through

a chromosomal inversion about 3.8 million

years ago (Mya) and harbors about 100 genes,

including several involved in steroid metabo-

lism (20, 26). Faeders carry the oldest inversion

haplotype whereas the satellite haplotype arose

through a rare recombination only 0.07Mya (27).

Since one inversion breakpoint is homozygous-

lethal, faeders and satellites always carry an

ancestral independent haplotype and a de-

rived morph–specific haplotype (20, 26). Here,

we capitalize on the existing natural endocrine

and genetic contrasts between reproductive

morphs to identify and characterize the major

genes related to the pronounced androgen

differences between males.

Supergene-linked loci show differential

expression and allelic imbalance

We sampled adult males from all three morphs

during the breeding season, when the differ-

ences in androgen levels and social behaviors

are most distinct (20, 25). To examine transcrip-

tomic differences, we performed RNA-Seq

on tissues highly relevant to behavior or the

production/metabolism of sex steroid hor-

mones: brain (seven areas), pituitary glands,

adrenal glands, liver and testes. Sampled brain

areas comprised nine brain nuclei that include

parts of the social behavior network, meso-

limbic reward pathway (28, 29), and seroto-

nergic system. These nuclei are either expected

to have high expression of sex steroid receptors

(preoptic area, lateral septum, nucleus taeniae,

hypothalamus), contain major populations of

dopamine neurons (ventral tegmental area

and substantia nigra), serotonin neurons (raphe),

or are involved in executive functions in birds

(caudal nidopallium, a putative partial homolog

to themammalianprefrontal cortex) (30) (fig. S1).

Hypothalamus samples included anterior, ven-

tromedial, lateral, and posterior hypothalamic

nuclei (see supplementary materials for details).

Genome-wide, we found a large number of dif-

ferentially expressed genes in pairwise compar-

isons of morphs considering all tissues (faeders

versus independents: 1762; satellites versus in-

dependents: 1438; faeders versus satellites: 1395.)

The supergene region had a notable enrichment

of differentially expressed genes [faeders versus

independents (odds ratio = 8.15, P-adjusted =

2.15e-15); satellites versus independents (odds

ratio = 5.56, P-adjusted = 8.66e-12); faeders

versus satellites (odds ratio = 3.05, P-adjusted =

6.13e-05)] (Fig. 1, C toE, and table S1). Consistent

with the evolutionary histories of their differ-

ent haplotypes, faeders and independents—

which carry the most divergent haplotypes

(20, 26, 27)—had the highest number of differ-

entially expressed genes with a relatively even

distribution across the inversion region (Fig.

1C). By contrast, there was a notable absence

of differentially expressed genes in recently

recombined regions of the satellite haplotype

in the satellite versus independent compari-

son (Fig. 1D), although these regions harbored

many differentially expressed genes in the

faeder versus satellite comparison (Fig. 1E).

The spatial pattern of differentially expressed

genes suggests an important role for cis reg-

ulatory elements in controlling expression of

nearby loci in the inversion region.

Next, we examined variation in gene expres-

sion by tissue. Principal component analysis

revealed clear clustering and separation by

organ and then brain area, with one cluster

representing samples from lateral septum

and preoptic area, which are adjacent brain

areas (fig. S2). Hypothalamus, pituitary, and

adrenal glands, three tissues prominently in-

volved in the regulation of systemic androgen

levels, stood out with large numbers of dif-

ferentially expressed genes (fig. S3). In most

tissues, comparisons involving independents

had more differentially expressed genes than

those of the faeder versus satellite comparison

(fig. S3).

Recombination between non-inverted and

inverted haplotypes is exceptionally rare (31),

and as a result the derived faeder and satel-

lite haplotypes have accumulated mutations

leading to the presence of distinct inversion al-

leles. This allowed us to quantify allele-specific

expression from RNA-Seq data across differ-

ent tissues (fig. S4). Faeders showed allelic

imbalance in 87 of 97 measurable protein-coding

genes, spread throughout the entire inversion

region. In satellites, we detected imbalance in

68 of 79 measurable protein-coding genes; how-

ever, regions that recently recombined with

the independent haplotype showed fewer genes

with allelic imbalance than the non-recombined

regions.

HSD17B2 expression and isozyme

variation differentiates ancestral from

derived morphs

To identify candidate genes for the distinct var-

iation in circulating androgens betweenmorphs

(Fig. 1B), we investigated individual differen-

tially expressed genes associated with the su-

pergene that showed pronounced expression

differences between independents and the

other two morphs, particularly in tissues re-

lated to androgen regulation and metabolism.

Differences in circulating androgen concen-

trations among male morphs may arise from

changes in the expression of genes encoding

steroidogenic enzymes (18, 32), gonadotropins

and their receptors (33), or receptors for sex

steroids (34). However, neither gonadotropin,

androgen nor estrogen receptors were dif-

ferentially expressed among ruff morphs [fig.

S5, see also (24)]. Instead, the top candidate

for morph differentiation was the 17-beta hy-

droxysteroid dehydrogenase 2 gene (HSD17B2),

whose enzymatic product converts testoster-

one to androstenedione, estradiol to estrone,

and 20-alpha dihydroprogesterone to proges-

terone (35). HSD17B2 belongs to a large family

of more than a dozen highly multifunctional

HSD17B enzymes that catalyze conversions be-

tween 17-keto steroids and 17-beta hydroxy

steroids (36, 37). Although the full HSD17B

family has not been extensively studied in birds,

ruff HSD17B2 is likely functionally homologous

to the human enzyme as all conserved func-

tional domains are present (38) and the gene

synteny is high.

The ruff HSD17B2 gene is located within a

nonrecombined area of the supergene and

stood out among inversion genes because it was

a top differentially expressed gene with strong

allele-specific expression of the inversion al-

lele in faeders and satellites (Fig. 2A). In mul-

tiple tissues—including the hypothalamus, a

brain area essential to androgen regulation

in vertebrates—HSD17B2 had lower expression

in independents than in satellites or faeders

(Fig. 2, B and C). It also showed a strong bias

toward the inversion allele in most tissues (Fig.

2D and fig. S4), including all brain areas inves-

tigated (range of inversion allele-specific ex-

pression proportion in satellites: 80 to 100%;

faeders: 91 to 100%) (fig. S4).

The expression bias toward the inversion

allele is puzzling because simulation models

predicted that inversion haplotypes accumu-

late deleterious mutations (39). The coding

sequences for HSD17B2 show several non-

synonymous mutations, including four amino

acid substitutions shared between faeders and

satellites (Fig. 3A). Notably, a selection test

using a branch model and annotated HSD17B2

sequences from six related Charadriiform spe-

cies revealed strong selection signatures on

the satellite and faeder haplotypes with three

of their four shared residues (A235S, L279F,
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I329T) being positively selected (fig. S6). In

addition, the variation in circulating androgens

between independents and the two inversion-

carryingmorphs suggests that the enzymatic

activity of HSD17B2 has not deteriorated; on the

contrary, it appears to have increased (Fig. 1B).

To evaluate whether and how these muta-

tional changes altered enzymatic function, we

investigated the molecular interactions in ruff

HSD17B2 variants with testosterone and its co-

factornicotinamideadeninedinucleotide (NAD
+
)

in silico, and determined their enzymatic ki-

netics for testosterone conversion through

in vitro assays. Since HSD17B2 is anchored in

the membrane of the endoplasmic reticulum

(40), we used a truncated protein structure with-

out amino acids in the transmembrane to-

pology as in (41) for the in silico computer

simulation. We restricted the comparison to

ruff homodimers as they should be the pre-

dominant dimers found in faeder and satel-

lite cells, given the widespread allele-specific

expression favoring derivedHSD17B2 alleles.

The homology models revealed lower DGbinding

values in satellite and faeder than independent

HSD17B2 isozymes, suggesting higher binding

affinities for both testosterone andNAD
+
in the

Fig. 2. Differential expression

and allelic imbalance in HSD17B2

across tissues and morphs.

(A) Gene expression in faeders

(n [birds, samples] = 9, 63) and

satellites (n = 10, 63) for loci in

inverted regions shown as biallelic

expression (log2 fold change, y-axis)

relative to independents (n = 17, 103)

and proportion expressed from

respective inversion alleles (x-axis).

Genes (circles) colored according to

inversion allele-specific expression

(ASE) bias. Dashed lines represent no

difference in gene expression (hori-

zontal) and no allelic bias (vertical).

(B) Hypothalamic differentially

expressed genes (-log10 P-adjust value

>1.25) comparing first and second-

listed morph (n per plot = 13, 13,

10 birds). Genes with log2 fold change

<–0.2 are shown in blue and log2
fold change >0.2 are shown in red. NS,

nonsignificant. Genes with values

beyond axes’ ranges are shown

as triangles. Labels highlight five

inversion genes with the largest abso-

lute log2 fold change. Tissue-specific

HSD17B2 expression as (C) biallelic

and (D) inversion-allele proportion;

n [birds, samples] = 36, 229. Asterisks

denote differential expression, P-values

are Benjamini-Hochberg corrected

(*P < 0.05, ***P < 0.001). A+TnA,

arcopallium and nucleus taeniae;

LS, lateral septum; POM, preoptic

area; HYP, hypothalamus; NC, caudal

nidopallium; RAP, raphe; VTA+SN,

ventral tegmental area and substantia

nigra; PIT, pituitary; TES, testes;

ADR, adrenals; LIV, liver. Brain area

details in fig. S1.
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two derived isozymes compared to the ances-

tral isozyme (Fig. 3B).Moreover, in satellite and

faeder isozymes, testosterone was closer to the

residues that initiate and perform the catalytic

reaction, suggesting enhanced substrate bind-

ing, catalysis, and product release in derived

variants (Fig. 3, C and D).

We then performed enzymatic assays in vitro,

comparing ruff homodimers (Fig. 3A). All

isozymes retained function but varied in their

enzymatic characteristics (Fig. 3, E and F).

Satellite and faeder homodimers showed higher

maximum velocity (vmax) for testosterone con-

version than the independent homodimer. The

isozymes also showed significant variation in

their Michaelis constants (KM), indicating that

the faeder and satellite homodimers require

a lower and higher substrate concentration,

respectively, than that of the independent to

achieve half vmax. The resulting utilization

rates (vmax/KM) were more than three times

Vmax (pmol min-1) KM (nM) Vmax KM
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higher for the faeder than for the independent

homodimer,with the satellite homodimer show-

ing intermediate rates (Fig. 3F). To understand

how individual mutations in the faeder and

satellite isozymes affect kinetics of the derived

variants, we next examined engineered variants

(Var-1 to Var-4) with different combinations of

the four shared residues for in vitro tests. As pre-

viouslypredicted (38), a single aminoacid change

(L279F, represented by Var-1) led already to a

two times greater utilization rate in comparison

to the independent isozyme (Fig. 3F).

Androgen and gene expression variation

in male testes and blood

The male testes are the primary organs for

testosterone synthesis but HSD17B2 was not

differentially expressed in this tissue (Fig. 2C).

To examine androgen production in testes, we

quantified testosterone and androstenedione

concentrations through a radioimmunoassay.

Based on the known circulating androgen lev-

els and differences in HSD17B2 activity, we

predicted that satellites and faeders would

have high levels of androstenedione and low

levels of testosterone in testes, and the re-

verse pattern in independents. Contrary to our

expectations, we found that testes of satellites

and faeders had, on average, seven to eight

times higher testosterone and 20 times higher

androstenedione concentrations than indepen-

dents (Fig. 4A).

To illuminate regulatory variation that may

underlie the unexpected testicular androgen

profiles of satellites and faeders, we conducted a

detailed analysis on gene expression variation

between morphs in this tissue. This revealed,

first, an overrepresentation of differentially

expressed genes with the gene ontology terms

“steroid hormone biosynthetic process” and

“hormone metabolic processes” in both faeders

and satellites, compared with independents

(fig. S7). Examining expression differences be-

tween the major genes involved in androgen

synthesis, we detected high variation during the

early catalytic steps in this pathway with higher

expression of STAR, CYP11A1, and CYP17A1 in

satellites and faeders than in independents

(Fig. 4, B and C). Other genes such asHSD3B2

and even HSD17B3—responsible for the re-

verse conversion of androstenedione to tes-

tosterone (Fig. 4B)—were highly but similarly

expressed in all three morphs, and we found

no evidence of altered expression of genes

involved in steroid transport (table S2). This

suggests that differentially expressed genes

early in the androgen synthesis pathways in-

stigate morph variation in androgens in the

testes. Notably,HSD17B2was not differentially

expressed in testes and its overall expression

was about 25 times lower than expression of

HSD17B3 (Figs. 2C and 4C). Our results were

fully consistent with an earlier study on morph
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and blood. (A) Morph-specific testicular testosterone and androstenedione

levels including effect sizes (Cohen’s d) for pairwise comparisons

(n = 36). (B) Simplified androgen biosynthesis pathway showing key

enzymes responsible for steps from cholesterol to testosterone.
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differences in a few selected genes of the an-

drogen synthesis pathway (24) and point to

functional requirements such as the need of tes-

tosterone for sperm production constraining

HSD17B2 expression variation in testes.

To inspect morph variation in androgens,

we compared androstenedione and testoster-

one concentrations in blood plasma and testes

(fig. S8). In independents, we found strong

positive relationships between concentrations

of both androgens (table S3). In satellites and

faeders, this was also the case between andro-

stenedione and testosterone concentrations

measured in the testes, but not for correlations

involving plasma testosterone, which circu-

lates in very low concentrations in thesemorphs.

One explanation is thatHSD17B2 is differentially

expressed in the blood of morphs. However,

HSD17B2 expression and activity in blood is

typically either absent or rarely detected (42, 43).

To explore this conundrum, we conducted fur-

therRNA-Seq inninemales to compareHSD17B2

expression in blood between morphs. This

revealed extreme morph variation in blood

HSD17B2 expression, much higher than in all

other tissues examined. Consistent with low

activity reported in human blood (42, 43) and

their own high circulating testosterone con-

centrations, HSD17B2 expression was nearly

absent in independents. Conversely, HSD17B2

was highly expressed in faeders and satellites,

with a strong bias toward the derived allele

(Fig. 4D). It remains unclear which blood cells

overexpress HSD17B2 in faeder and satellites

because, unlike mammals, red blood cells in

birds are nucleated. This localized hyperac-

tivity of HSD17B2 in the blood of the two low

testosterone morphs may represent an evolu-

tionary innovation that effectively limits the

pleiotropic actions of testosterone outside of

the testes. High HSD17B2 activity in the blood

and hypothalamus of faeders and satellites

then results in fast metabolism of testosterone

and alters theHPG feedback loop that controls

testicular androgen synthesis.

Taken together, our findings imply that a

combination of changes in regulation and cod-

ing sequence of the HSD17B2 gene resulted in

increased testosterone conversion of derived

variants. The supergene-induced suppression

of recombination likely accelerated the evolu-

tion of the derived variants. The changes of this

single gene are expected to have widespread

consequences through genetic and hormonal

pleiotropy. First, HSD17B2 itself is multifunc-

tional and metabolizes other sex steroids in

addition to testosterone (44). One of these,

estradiol, is also required to mediate effects

on territorial mating behaviors in many bird

species (45–47). Future studies should exam-

ine how the changes to HSD17B2 affect the

conversion rates of its other substrates. Second,

the substrates ofHSD17B2 are highly pleiotropic

signaling molecules that coordinate physio-

logical and developmental processes and can

foster the evolution of correlated traits (48–51).

Vertebrate genomes contain hundreds to thou-

sands of response elements for sex steroid re-

ceptors thatmay alter gene expression (52, 53).

For example, the swift metabolization of tes-

tosterone in the blood of low testosteronemorphs

will starve androgen receptors in target tissues

of one of their most significant ligands and

severely affect systemic responses that have

evolved over millions of years. In the case of

ruffs, the changes in circulating androgens may

underlie the profound differences in male ag-

gression that exist between morphs andmay be

at the heart of the pronounced sexual antago-

nism that has been introduced by the inversion

alleles (54). Identifying how androgen levels are

altered genetically opens new avenues for un-

derstanding the evolution of diverse reproduc-

tive phenotypes, antagonistic pleiotropy, and the

regulation of social behaviors.
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IMMUNOLOGY

Affinity maturation of antibody responses is
mediated by differential plasma cell proliferation
Andrew J. MacLean1*, Lachlan P. Deimel1, Pengcheng Zhou1, Mohamed A. ElTanbouly1,
Julia Merkenschlager1†, Victor Ramos1, Gabriela S. Santos1, Thomas Hägglöf1, Christian T. Mayer2,
Brianna Hernandez1, Anna Gazumyan1, Michel C. Nussenzweig1,3*

Increased antibody affinity over time after vaccination, known as affinity maturation, is a prototypical

feature of immune responses. Recent studies have shown that a diverse collection of B cells, producing

antibodies with a wide spectrum of different affinities, is selected into the plasma cell (PC) pathway.

How affinity-permissive selection enables PC affinity maturation remains unknown. We found that PC

precursors (prePCs) expressing high-affinity antibodies received higher levels of T follicular helper cell

(TFH cell)–derived help and divided at higher rates compared with their lower-affinity counterparts once they

left the germinal center. Our findings indicate that differential cell division by selected prePCs accounts

for how diverse precursors develop into a PC compartment that mediates serological affinity maturation.

I
ncreasing antibody affinity over time after

vaccination is a prototypical feature of hu-

moral immune responses. Experiments in

transgenic mice suggest that in the early

germinal center (GC)–independent stages

of the immune response, B cells expressing

high-affinity B cell receptors are preferentially

selected into the plasma cell (PC) compart-

ment (1–3).

Selection within the GC reaction itself is

governed by T follicular helper cells (TFH cells)

that recruit B cells and control the degree of

B cell clonal expansion (4). B cells expressing

receptors that bind to and can capture anti-

gen displayed on the surface of follicular den-

dritic cells in the light zone (LZ) process and

present antigens to a limited number of TFH

cells in exchange for help signals. Selected

LZB cells initiate a transcriptional program that

enables them to move into the dark zone (DZ),

where they undergo division and somatic mu-

tation before returning to the LZ to test their

newly mutated receptors in subsequent rounds

of selection. The number of division cycles and

the speed of cell division in the DZ is directly

related to the strength of TFH cell signals and is

governed by the level of Myc expression (5–7).

Iterative cycles of DZ division and LZ selection

produce GC B cells with increasing affinity for

the immunogen over the course of an immune

response. However, loss of affinity owing to

persistent somatic mutation and evolution of

the TFH cell compartment eventually leads to

GC diversification and increasing inclusion of

lower-affinity B cells (8–12).

High-affinity cells of GC origin become en-

riched in the antibody-secreting PC compart-

ment over time after immunization (13–16).

This observation, in conjunctionwith the known

selectionmechanisms within the GC, originally

supported a model whereby high-affinity cells

preferentially undergo PC differentiation. In

contrast to these findings, three recent inde-

pendent studies have shown that in genetically

intact animals, diverse collections of GCB cells

develop into PC progenitors (8, 17, 18). Addi-

tionally, these studies found little or no enrich-

ment for high-affinity antibody–expressing

cells among the precursor population, PC pre-

cursors (prePCs) (19, 20), in the GC (8, 17, 18).

How this population of GC precursors that

expresses antibodies with a broad range of

affinities gives rise to a PC compartment domi-

nated by cells producing high-affinity antibodies

is not understood.

High-affinity cells are overrepresented
in the PC compartment

To examine the relationship betweenGCB cells

and PCs, we tracked the two cell types using

fate mapping of S1pr2-CreERT2 R26
lsl-ZSGreen

mice in which tamoxifen administration per-

manently labels GC cells and their subsequent

products (21). Administration of tamoxifen to

immunized mice confirmed that this reporter

strain labels GC B cells and activated B cells

but not mature PCs (fig. S1, A to C). Tamoxifen

was administered 5 days after immunization

with the model hapten antigen 4-hydroxy-3-

nitrophenyl (NP) conjugated to the carrier pro-

tein ovalbumin (OVA) (NP-OVA), and single-cell

sequencing was performed on labeled GC

B cells and PCs isolated from the draining

lymph node on day 14 (Fig. 1, A and B). Uni-

formmanifold approximation and projection

(UMAP) integrating cellular indexing of tran-

scriptomes and epitopes by sequencing (CITE-

seq) data revealed distinct clusters of GC B cells

and PCs characterized by Fas and CD86 or by

CD138 surface protein expression, respectively

(fig. S2).

Immunoglobulin (Ig) sequence analysis showed

expanded clones of cells that were further sub-

divided into nodes containing one or more

cells expressing identical antibodies. The com-

bined clonal trees consisted of 535 individual

nodes with 1 to >100 members (Fig. 1C). On

the basis of surface staining and gene expres-

sion profiles, nodes were divided into those

consisting of only GC B cells, both GC B cells

and PCs (“mixed nodes”), or only PCs. Nodes

consisting of only PCs were the least abundant,

representing <8% of the nodes (38 of 535

nodes; Fig. 1D). Most PCs were found within

mixed nodes that were also larger than either

GC- or PC-only nodes (Fig. 1, E to G). IGHV1-72

antibody expression is associated with relatively

high-affinity NP binding (22). Notably, com-

pared with GC nodes, nodes containing PCs

were enriched for affinity-enhancingmutations

in IGHV1-72 [W33L (i.e., Trp
33
→Leu), K59R

(Lys
59
→Arg), or Y99G (Tyr

99
→Gly)] (22, 23)

(Fig. 1H). Furthermore, irrespective of node

identity, PCswereenriched for affinity-enhancing

mutations compared with contemporaneously

labeled GC B cells (63 ± 23% PC versus 42 ±

11%GC; P = 0.02; Fig. 1I). Thus, although prePC

antibody affinity is indistinguishable from

contemporaneous GC B cells (8, 17, 18), PCs are

enriched for high-affinity antibodies. More-

over, the presence of identical antibody se-

quences in large, expanded nodes containing

GC B cells and PCs suggests that the mecha-

nisms that govern clonal expansion of the two

cell types overlap.

Differential expansion of high-affinity PCs

Two nonexclusive cellular processes could con-

tribute to the observed enrichment of high-

affinity PCs over GC B cells: differential cell

death and/or division. To determine whether

cell death contributed to PC affinity maturation,

we purified live and dying PCs from draining

lymphnodes ofNP-OVA–immunizedmiceusing

the Rosa26
INDIA/INDIA

apoptosis reporter mice

(24). Ig sequence analysis revealed similar abun-

dance of high-affinity IGHV1-72–expressing cells

in live and dying PC fractions (fig. S3, A to D).

In addition, most Ig sequences found among

apoptotic PC clones were also present in the

live fraction (fig. S3C). Thus, differential cell

death did not appear to drive the accumulation

of high-affinity PCs over time.

To determine whether high-affinity PCs

have a proliferative advantage, we tracked

cell division using Vav
tTa

Col1A1-tetO-histone

H2B
mCherry

reporter mice (H2B-mCherry) (25).

Under steady-state conditions, tTA is expressed

in hematopoietic cells and induces high levels

of the histone H2B-mCherry fusion protein ex-

pression. Administration of doxycycline re-

presses histone H2B-mCherry synthesis, and

therefore mCherry fluorescence dilutes in
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Fig. 1. High-affinity antibody–producing PCs are overrepresented relative

to contemporaneous GC B cells. (A) Experimental layout for (B) to (H). D0,

day 0; Tamox., tamoxifen. (B) Representative flow cytometry plots showing strategy

for isolating popliteal lymph node (pLN) GC B cells (pregated on live, TACI− CD138−

B220+; CD38−Fas+ZSG+) and PCs (pregated on live; CD138+TACI+ZSG+). Full gating

strategy is displayed in fig. S2A. (C) Representative IgH+IgL sequence-based

phylogenetic trees highlighting GC B cell (blue) and PC (red) distribution. Expanded

clones containing (right) or not containing (left) affinity-enhancing mutations. Each

circle represents one node of cells with identical sequences. Scale represents

mutational distance observed between related sequences. (D) Total numbers of

GC-only, PC-only, or mixed nodes analyzed. (E) Frequency of GC B cells (blue bars)

or PCs (red bars) found within mixed or single-cell–type nodes. Each point

represents one animal. (F and G) Node size: Number of individual GC B cells (F) or

PCs (G) in either uniform or mixed nodes. (H) Frequency of nodes with affinity-

enhancing mutations. Each point represents one mouse, summarizing 51 to 176

nodes per mouse. (I) Frequency of affinity-enhancing mutations within total GC B

cells and PCs. (Left) Summary. Each pair of connected points represents GC B cells

and PCs isolated from one animal. (Right) Quantitation of total cells. Numbers in

center represent total number of sequences analyzed. *P < 0.05; **P < 0.005;

***P < 0.0005; ns, not significant. Statistics by analysis of variance (ANOVA) [(F)

and (G)], mixed effects analysis (H), or paired two-tailed Student’s t test (I). Data are

pooled from two independent experiments, n = 6 mice per group.
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proportion to cell division (25). H2B-mCherry

mice were immunized with NP-OVA and were

administered doxycycline 10 days after immu-

nization. PCswere isolated fromdraining lymph

nodes 2 days later on the basis of their high or

low levels of division (mCherry
lo
andmCherry

hi

PCs, respectively; Fig. 2, A and B). mCherry
lo

PCs that had undergone greater levels of divi-

sion showed reduced species richness and larger

clonal families when compared with their non-

dividing counterparts, indicating rapid clonal

expansion in this population (Fig. 2, C to E).

Notably, there was an enrichment of PCs ex-

pressing high-affinity IGHV1-72 among themore

divided PCs (75.1 ± 14% mCherry
lo
versus 37.1 ±

12% mCherry
hi
; P = 0.0001; Fig. 2, F and G). At

this early time point, the W33L, K59R, and/or

Y99G affinity-enhancing mutations were largely

absent from both IgHV1-72
+
PC populations,

but there was a trend toward enrichment in

the more divided mCherry
lo
group (Fig. 2H;

P = 0.08). These findings were confirmed

using Blimp1-CreERT2 R26
lsl-ZSGreen

mice, a

reporter strain that selectively labels differen-

tiated PCs (fig. S4, A and B). Blimp1-CreERT2

R26
lsl-ZSGreen

mice were combined with H2B-

mCherry mice to enable tamoxifen-mediated

ZsGreen (ZSG) labeling of a synchronized

cohort of PCs, which can be division tracked

by mCherry dilution. Isolation of mCherry
hi

and mCherry
lo
ZSG

+
PCs revealed that among

mature PCs, the more proliferative cells were

enriched for NP bait binding and expression
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Fig. 2. High-affinity antibody–producing PCs are more proliferative. (A)

Experimental layout for (B) to (F). Dox., doxycycline. (B) (Left) Flow

cytometry profile showing TACI+CD138+ PCs and gating for mCherryhi (mChhi)

and mCherrylo (mChlo) cells from pLNs. (Right) mChlo and mChhi PC frequency.

Each point represents one mouse. Graphs display means ± SDs. (C) Clonal

distribution of paired Ig sequences (IgH+IgK/IgL) among mChhi and mChlo PCs

isolated from each mouse. Colored segments represent expanded clones, and

singlets are represented by white segments. The number in the center represents

the number of sequences analyzed per population. The outer segment annotation

denotes the percentage of cells that are members of expanded clones. (D) Chao1

species richness quantification. Each pair of points represents one mouse. (E) Clone

size. Each point represents one clone. (F) Frequency of mChhi or mChlo PCs bearing

high-affinity IGHV1-72 B cell receptors. Number in center represents total number

of sequences. (G) Summary of (F). Each pair of points represents one mouse.

(H) Frequency of high-affinity mutation–containing sequences among IGHV1-72+–

expressing mChhi or mChlo PCs. *P < 0.05; ***P < 0.0005. Statistics by paired

two-tailed Student’s t test [(B), (D), (G), and (H)] or unpaired Student’s t test

(E). Data are pooled from two independent experiments, n = 5 mice per group.
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of high-affinity Ig gene rearrangements (fig.

S4, C to H). These data indicated that higher-

affinity B cell receptor expression was asso-

ciated with differential division at the mature

PC stage.

To validate these findings using vaccine

antigens, we immunized H2B-mCherry mice

with either severe acute respiratory syndrome

coronavirus 2 (SARS-CoV-2) receptor binding

domain (RBD) or combined tetanus and di-

phtheria toxoid antigens (Tenivac) and adminis-

tered doxycycline on day 10 after vaccination.

Antigen binding was used as a surrogate for

higher-affinity antigen binding cells (fig. S5,

A and B). Flow cytometric analysis revealed

that RBD or tetanus and diphtheria toxoid

binding cells were enriched and showed higher

mean fluorescence among the dividedmCherry
lo

compared with mCherry
hi
cells, even when

normalized for surface Ig expression levels

(fig. S5, C to H). The combined dataset indi-

cated that high-affinity PCs underwent

greater levels of clonal expansion than lower-

affinity PCs irrespective of the composition

of the administered immunogen or adjuvant

formulation.

PC selection outside of the GC

To examine the site of affinity-driven PC clonal

expansion, S1pr2-CreERT2 R26
lsl-ZSGreen

mice

were immunized with NP-OVA, treated with

tamoxifen on day 8, and then given anti-CD40L

or isotype control antibodies on days 10 and 12

after immunization. In this setting, tamoxifen

will label GC products and anti-CD40L will

terminate the GC reaction 2 days later, allow-

ing a cohort of PCs generated between days 8

and 10 to be tracked. Draining lymph nodes

were examined by confocal microscopy on

day 16 after immunization (Fig. 3, A and B,

and fig. S6A).

Large GCs, in which many of the cells were

actively dividing (as determined by positive

staining for Ki67), were observed in control

mice that did not receive anti-CD40L. In ad-

dition, we found discrete clusters of dividing

NP-binding PCs (marked by CD138
+
ZSG

+
Ki67

+
NP

+
) that were particularly abundant in the

lymph node medulla. Anti-CD40L treatment

aborted the GC reaction (Fig. 3, A and B, and

fig. S6, A and B). By contrast, the clusters of

proliferating NP-specific PCs persisted (Fig. 3,

A and B). Quantitation of medullary PC di-

vision by Ki67 staining revealed a higher

proportion of dividing NP-binding PCs than

nonbinding PCs. Moreover, this feature was

retained on anti-CD40L treatment and GC

depletion (Fig. 3, C and D). Thus, dividing

antigen-specific PCs were observed in med-

ullary foci outside of the anatomical confines

of the GC, and these foci were maintained in

the absence of active GCs during the observa-

tion period.

To determine whether the observed enrich-

ment of high-affinity PCs continued in a post-

GC compartment, we isolated PCs from

anti-CD40L–treated S1pr2-CreERT2 R26
lsl-ZSGreen

mice. The mice also received the drug FTY720

to inhibit S1PR1-driven egress signals and

to prevent PCs from leaving the node (26).

Treatment with anti-CD40L effectively de-

pleted draining lymph nodes of GCs and acti-

vated B cells within 2 days (Fig. 3, A and B, and

fig. S6, A to D). Ig sequence analysis on day 10

showed that 67% of labeled PCs were IGHV1-

72
+
and that by day 16, this increased to 83%

under control conditions (P = 0.037; Fig. 4, A to

E). Notably, the PC compartment was equally

enriched for high-affinity clones on day 16 in

Fig. 3. Post-GC expansion

of PCs. (A and B) Confocal

microscopy images of pLNs

isolated from S1pr2-

CreERT2 R26lsl-ZSGreen mice

immunized with NP-OVA,

treated with tamoxifen on

D8 and anti-CD40L or

isotype control on D10 and

D12. Large tiles show

overview of pLN

architecture. Inset boxes

show individual clusters of

dividing Ki67+ NP+ PCs that

are highlighted by dashed

circles. Individual channels

are shown beside merged

images. Scale bars, 100 mm

(large tiles) and 30 mm

(inset boxes). Ctrl, control.

(C) Quantitation of fraction

of medullary PCs that are

Ki67+ among NP+ and NP−

populations, as quantified

from confocal images, as in

(A). The number in the

center represents the num-

ber of cells analyzed per

population. (D) Summary of

(C). Each point represents

one mouse. Graph displays

means ± SDs. *P < 0.05;

**P < 0.005; ordinary one-

way ANOVA. Data are rep-

resentative of three

experiments, n = 3 to 4 mice per group.
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mice treated with anti-CD40L under conditions

that depletedGCs (Fig. 4, C to E). In addition, the

PC compartment in CD40L-treated mice dis-

played the same characteristic reduction in

species richness that was indicative of clonal

expansion seen in control mice (Fig. 4, B and

F). Finally, labeled PCs obtained from anti-

CD40L–treated mice displayed a reduced

mutational load, which suggests that they

were derived from GC precursors that exited

the GC at a time when mutations were less

abundant (Fig. 4G).

Serological affinity maturation is typified by

a rapid increase in the affinity of circulating

antibodies (27). We hypothesized that the con-

tinued preferential expansion of high-affinity

PCs after GC depletion (Fig. 4, A to G) would

lead to measurable improvements of serum

anti-NP affinity. To determine whether PCs in

anti-CD40L–treated mice continue to support

affinity maturation after depletion of GC and

activated B cells, we measured the serum anti-

body binding to bovine serum albumin deriva-

tizedwith either 7 or 28molecules ofNP (Fig. 4H

and fig. S6, A to E). Control mice displayed a

marked increase in NP7/NP28 immunoglobulin

G (IgG) binding ratio between days 12 and 32,
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Fig. 4. Post-GC evolution of the PC repertoire and serological affinity

maturation. (A) Experimental layout for (B) to (G). (B) Clonal distribution of

paired Ig sequences from representative mice. Colored segments represent

expanded clones, and singlets are represented by white segments. The

number in the center represents the number of sequences analyzed

per population. The outer segment annotation denotes the percentage of

cells that are members of expanded clones. (C) Frequency of ZSG+ PCs

expressing IGHV1-72. The number in the center represents the number

of sequences analyzed. (D) Number of ZSG+ PCs in each experimental group.

(E) Summary of IGHV1-72 frequency presented in (C). (F) Chao1 species

richness. In (D) to (F), each point represents one mouse, n = 4 to 5 mice

per condition. (G) Number of VH+VL mutations in paired Ig sequences.

Each point represents one cell. (H) Experimental layout for (I) and

(J). (I) Ratio of NP7/NP28-binding IgG in serum measured by enzyme-

linked immunosorbent assay (ELISA). (J) Fold change in affinity (NP7/NP28
ratio) at D32 versus D11. Data are presented as means ± SDs. Data are

representative of two experiments, n = 5 to 10 mice per group. *P < 0.05;

**P < 0.005; ****P < 0.0001. Statistics by ordinary one-way ANOVA

[(D) to (F)], Kruskal-Wallis test (G), or mixed effects analysis [(I) and (J)]. For

full statistical comparisons, see fig. S4E.
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indicating a rapid increase in anti-NP affinity

thatwas aborted by depleting PCswith TACI-Ig

(Fig. 4I). Notably, and consistentwith the above

sequencing data, the serum antibody response

continued to undergo affinity maturation for

several weeks after anti-CD40L treatment

(Fig. 4, I and J).

We concluded that serological affinity matu-

ration can proceed in the absence of continued

output fromtheGCreaction,and itwassuppressed

by PC depletion. These findings suggest that after

export from the GC, newly generated PCs un-

dergo affinity-based expansion in a manner that

contributes to increasing serum antibody affinity.

PC division is proportional to the strength of

T cell help

GC B cells in the LZ of the GC structure com-

pete for limited help signals from TFH cells, a

process knownaspositive selection. Theamount

of help received by a B cell is directly propor-

tional to the amount of antigen captured and

Fig. 5. PC proliferation

is proportional to sig-

nal strength. (A) Exper-

imental outline for (B) to

(F). i.p., intraperitoneal;

ko, knockout. (B) Repre-

sentative flow cytometry

plots showing GC B cells

(B220+CD38−Fas+; top)

and prePCs (B220+CD38−

Fas+CD138+; bottom)

after treatment with dif-

ferent ratios of anti–DEC-

205–OVA:CS. (C and

D) Quantitation of DECWT

(WT, wild-type) GC B cells

(C) and prePCs (D)

24 hours after anti–DEC-

205 treatment. (E and

F) Quantitative polymer-

ase chain reaction (qPCR)

of sorted DECWT GC LZ

(CD86+CXCR4− GC B

cells) and prePCs

(as above), showing

glyceraldehyde-3-phosphate

dehydrogenase (GAPDH)–

normalized relative expres-

sion for Myc (E) and

Tfap4 (F). Data in (A) to

(D) and (E) and (F) are

representative of three

independent experiments,

n = 6 to 8 mice per

group. (G) Experimental

outline for (H) to (K).

(H and I) Quantitation of

DECWT GC B cells (H) and

Ki67+ DECWT GC B cells (I).

(J and K) Quantitation of

DECWT PCs (J) and Ki67+

DECWT PCs (K). Data are

presented as means ± SDs.

Each point in (C), (D),

and (H) to (K) represents

one mouse. Data in (H)

to (K) are representative

of four independent

experiments. *P < 0.05;

**P < 0.005; ***P <

0.0005. Statistics by

ANOVA (C) or Kruskal-

Wallis test [(D) and

(H) to (K)].
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presented by the B cell (25, 28). Positively se-

lected GC B cells up-regulate expression of

the transcription factorMyc in proportion to

the strength of T cell signals and migrate to

the DZ, where they undergo cycles of TFH cell–

independent inertial cell division in proportion

to the amount ofMyc expression (5, 25, 29).

To determine whether a similar process reg-

ulates the relative amount of PC expansion, we

delivered graded doses of the antigen OVA to

ongoing GCs using chimeric anti–DEC-205–

OVA antibodies (28) (Fig. 5A). Protein anti-

gens loaded onto anti–DEC-205 are delivered

to DEC-205
+
GC B cells, supplying a B cell

receptor–independent supply of antigen that

can be processed and presented to TFH cells

(28). As expected, GC B cells expanded in di-

rect proportion to the amount of antigen de-

livered (Fig. 5, B and C). Antigen delivery by

anti–DEC-205–OVA also produced a rapid in-

crease in the frequency and numbers of prePCs

(B220
hi
CD38

−

Fas
+
CD138

+
; Fig. 5, B andD). To

determine whether prePCs in the LZ of the GC

also expressed Myc in proportion to antigen

delivery by DEC-205, we purified these cells

24 hours after graded doses of anti–DEC-205–

OVA injection. Consistent with their commit-

ment to the PC fate, these cells displayed

elevated levels of Irf4, a transcription factor

that promotes PC differentiation, and lower

expression levels of theantigenreceptor signaling-

induced factor Nr4a1 compared with other LZ

GC B cells (fig. S7, A and B). Notably, they

showed increases inMyc that were directly

proportional to the amount of antigen deliv-

ered (Fig. 5E). Tfap4, a transcription factor

downstream of c-Myc, also showed a similar

induction pattern, although the expression

of this factor plateaued at lower antigen con-

centrations (Fig. 5F). In addition, prePC prolif-

eration, as measured by Ki67 expression, was

proportional to the amount of antigen sup-

plied (fig. S7, C and D).

To test whether TFH cell help in the LZ could

support continued PC expansion, anti-CD40L

was administered 12 hours after anti–DEC-205–

OVA. In this setting, GC B cells acquired high

levels of cognate antigen and interacted with

TFH cells for ~12 hours, after which subsequent

T cell help was inhibited by CD40L blockade

as evidenced by GC collapse (Fig. 5G; Fig. 3, A

and B; and fig. S6, A and B). Treatment with

anti-CD40L 12 hours after anti–DEC-205–OVA

injection prevented further GC B cell expan-

sion and blocked additional Ki67 expression in

GC B cells, including prePCs (Fig. 5, H and I,

and fig. S7, E and F). By contrast, mature PCs

continued to expand and divide in the days after

anti-CD40L treatment in direct proportion to the

amount of antigen captured (Fig. 5, J andK). The

data indicated that after a short pulse of T cell

help, developing prePCs up-regulatedMyc and

underwent cycles of cell division in the ab-

sence of continued T cell signals.

Other signals are known to enhance themag-

nitude of the PC response (14). For example, PCs

are highly sensitive to the levels of the cyto-

kine interleukin-21 (IL-21) (30, 31), and IL-21–

producing T cells have been reported to localize

in foci outside of the B cell follicle (32). To test

whether IL-21 could support the expansion of

committed PCs, we fate mapped PCs on day 8

using Blimp1-CreERT2 reporter mice and sub-

sequently treated with anti-CD40L or anti–IL-

21R from days 10 to 12. PC division was

assessed by Ki67 staining. As expected, analy-

sis of ZSG-labeled PCs revealed that continued

CD40L signals were not required to sustain

PC proliferation (fig. S8, A to C). By contrast,

partial blockade of IL-21R led to reduced prolif-

eration of mature ZSG
+
PCs, which indicates

that IL-21 supports the post-GC expansion of

PCs (fig. S8, B and C).

Discussion

Current models of PC differentiation sug-

gest that B cell receptor affinity is determinis-

tic of cell fate (14, 15, 27). Our experiments

indicated that although a heterogeneous col-

lection of prePCs—including those expressing

low-affinity receptors—developed into PCs, they

subsequently underwent differential affinity-

dependent division. As a result, PCs expressing

higher-affinity antibodies contributed dispro-

portionately to serum antibodies, promoting

affinity maturation.

Antibody responses develop in two stages: a

GC-independent early phase during which B

cells rapidly develop into dividing plasma-

blasts that produce relatively lower-affinity

antibodies and a second GC-dependent phase

that produces higher-affinity antibodies respon-

sible for serologic affinity maturation. In trans-

genic mice that carry high-affinity antibodies,

the early GC-independent rapid burst of PC

development and expansion is affinity depen-

dent (1, 2). By contrast, under physiologic cir-

cumstances, this early PC response produces

primarily germline-encoded antibodies with

relatively lower affinity compared with those

produced in GCs (15, 33, 34). In animals with

a polyclonal B cell repertoire, GCs enable B cell

clonal expansion and antibody hypermutation,

both of which are essential for antibody affinity

maturation (27, 35, 36). Our experiments elu-

cidated themechanisms bywhichGC-dependent

PC selection enables affinity maturation in poly-

clonal immune responses.

TheGC LZ also contains prePCs that express

IRF4, CD138, and variable levels of Myc and

share many of the transcriptional features of

LZ B cells selected for DZ reentry (8, 14). Sim-

ilar to DZ B cells, PC descendants of prePCs

undergo rapid cell division inGC-adjacent sites,

but they do not undergo additional somatic

mutation and so retain antibody specificity

(37). Our experiments show that the amount

of clonal expansion by newly exported PCs

was directly proportional to affinity and the

strength of historic selection signals that these

cells received in the LZ, providing a mecha-

nistic explanation for how PC selection is

regulated in relation to affinity. Notably, our

data are entirely consistent with the observa-

tion that the PC pool tends to be more clonal

than the contemporary GC B cells or prePCs

from which they develop (8, 17). In addition

to PCs in the lymph nodes, long-lived PCs in

the bone marrow are also enriched for high-

affinity antibody–producing cells (38, 39).

Our data suggest that this phenomenon is

likely a result of overrepresentation of high-

affinity PCs among dividing plasmablasts that

subsequently seed the bone marrow.

Post-GC PC clonal expansion in proportion

to historical TFH cell signals and Myc expres-

sion parallels Myc-regulated GC B cell clonal

expansion, thereby enabling rapid affinitymatu-

ration. The proposed model does not preclude

permissive selection of GC cells with diverse

affinities into the PC compartment (8, 17, 18).

Instead, our findings help resolve the apparent

contradiction between affinity-permissive se-

lection into the PC compartment and rapid

affinity maturation.
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Variable impacts of land-based climate mitigation on
habitat area for vertebrate diversity
Jeffrey R. Smith1,2*, Evelyn M. Beaury1,2,3 Susan C. Cook-Patton4, Jonathan M. Levine1,2

Pathways to achieving net zero carbon emissions commonly involve deploying reforestation, afforestation,

and bioenergy crops across millions of hectares of land. It is often assumed that by helping to mitigate

climate change, these strategies indirectly benefit biodiversity. Here, we modeled the climate and habitat

requirements of 14,234 vertebrate species and show that the impact of these strategies on species’

habitat area tends not to arise through climate mitigation, but rather through habitat conversion.

Across locations, reforestation tends to provide species more habitat through both land-cover change

and climatemitigation, whereas habitat loss from afforestation and bioenergy cropping typically outweighs

the climate mitigation benefits. This work shows how and where land-based mitigation strategies can

be deployed without inadvertently reducing the area of habitat for global biodiversity.

T
o address the ongoing climate crisis, so-

cietymust not only reduce greenhouse gas

emissions but also increase the amount

of carbon removed from the atmosphere

(1–3). Land-based mitigation strategies

[LBMSs; sensu (4)] that harness carbon fixation

by plants represent the only currently scalable

methods of carbon removal. Some of the most

prominent strategies include natural refores-

tation (regeneration of tree cover in historical-

ly forested biomes), afforestation (increase of

tree cover in historically unforested biomes

through shifts inmanagement), and bioenergy

cropping with carbon capture and storage

(5–9). Despite concerns over the environmental

and socioeconomic consequences of deploying

theseLBMSs (10–16), they remaincentral tomany

national plans to reach net zero CO2 emissions

(9, 17, 18) and have already been deployed at

scale (8, 19, 20). However, how these strategies

will affect the concurrent biodiversity crisis,

a central motivation for addressing climate

change, is uncertain and likely varies by strat-

egy (21–25). As efforts to address climate change

accelerate, it is urgent to ensure that by de-

ploying LBMSs we do not inadvertently im-

peril biodiversity.

Determining the potential impacts of LBMSs

on biodiversity is challenging because there

are distinct, and potentially competing, path-

ways through which LBMSs may affect species,

two of which we emphasize here. First, LBMSs

can change local land cover, increasing or de-

creasing the habitat available to species de-

pending on their habitat affinities: the “habitat

conversion effect” (26–29). Second, when de-

ployed at scale, LBMSs can mitigate the inten-

sity of climate change, changing species’

geographic range limits: the “climate mitiga-

tion effect” (30). The relative impacts of these

habitat conversion and climatemitigation path-

ways on global biodiversity remain unknown.

We might expect habitat conversion effects,

which may be large for species with ranges

that intersect a land-based mitigation project

(26–29), to dominate the overall impacts of

these projects for global biodiversity. Con-

versely, the climate mitigation effect, although

small for individual species, affects the ranges

of all species globally and could therefore have

a large cumulative impact (30).

Resolving the biodiversity consequences of

LBMS deployment has been challenging be-

cause the habitat conversion and climate miti-

gation effects tend not to be quantified in the

same currency and at the same geographic

scale, making them difficult to compare. For

example, the positive habitat conversion ef-

fects of reforestation (26, 31) and the negative

impacts of afforestation (10, 29) and bioenergy

cropping (27, 32) on local species diversity

have been widely explored, but how these

impacts compare with climate mitigation ef-

fects, which are often measured by changes in

species’ range size, is poorly resolved. Change

in species’ area of habitat (AOH) is one poten-

tial common currency for comparing these ef-

fects. Indeed, at the global scale, we know that

addressing climate change can benefit biodi-

versity by reducing the contraction of climati-

cally suitable habitat (30). However, most past

work assesses potential benefits to biodiversity

from transforming the world’s energy system

(15, 33, 34), not the more modest climate miti-

gation from the deployment of LBMSs [but see

(35)]. Thus, to determine whether LBMSs them-

selves will benefit or harm the habitat available

to global biodiversity, we must ask a more

pointed question:What are the individual and

combined impacts of habitat conversion and

climate mitigation on species’ AOH that are

directly attributable to LBMSs?

Here, we calculated the change in AOH (36)

of 14,234 vertebrate species in response to the

habitat conversion and climate mitigation as-

sociated with three LBMSs proposed for large-

scale deployment: reforestation, afforestation,

and bioenergy cropping (with carbon cap-

ture and storage where geologically feasible)

(9, 36, 37). This enabled us to answer three

interrelated questions. First, in response to a

global-scale deployment of LBMSs, do individual

species gain or lose AOH primarily through the

habitat conversion effects or the climate mitiga-

tion effects of these strategies? Second, how do

the effects of LBMS deployment on the AOH for
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vertebrate species vary depending on where they

are geographically deployed? And third, for a

given geographic location, which of the studied

LBMSs maximizes the gains, or minimizes the

losses, in AOH for vertebrate biodiversity?

Approach

We developed an analysis pipeline to quantify

the habitat conversion and climate mitigation

effects of LBMSs on the AOH for each ver-

tebrate species in the year 2050. Our analyses

use the middle-of-the-road SSP2-RCP4.5 land-

use change and emissions pathway as a base-

line scenario (37, 38). We then compared the

AOH for each vertebrate species under this

baseline with a hypothetical future in which

LBMSs were implemented in the year 2020.

These interventions are assumed to (i) trans-

form local land cover and thus the suitable

habitat for species with ranges that intersect

the LBMS deployment and (ii) remove CO2

from the atmosphere for a period of 30 years,

partially mitigating the magnitude of climate

change and thereby affecting all species’ dis-

tributions globally.

To disentangle the habitat conversion and

climate mitigation effects of the implemented

LBMSs, we began by modeling each species’

AOH as a function of climate and land cover

(Fig. 1 and figs. S1 and S2). We assumed that a

species’ geographic range is bounded by climate

conditions and that within this climatically

suitable range, local land cover determines the

available habitat for each species following the

International Union for Conservation of Nature

(IUCN) habitat affinity scores (39) (table S1).

To quantify the habitat conversion effect, we

calculated the change in each species’ AOH as-

sociated with implementing a LBMS (Fig. 1D)

relative to the species’ AOH under the no-

intervention scenario (Fig. 1B). To determine

the climate mitigation effect, we first estimated

the carbon removal associated with deploying

a given strategy using previously published

maps of carbon removal potential (40–43)mod-

ified to incorporate changes in albedo due to

reforestation and afforestation (44). We then

used a radiative forcing function to estimate

the effect of this carbon removal on global

mean temperature (44) and CMIP6 global cli-

mate projections to relate global mean temper-

ature to a suite of regional climate variables

(38) (figs. S3 to S8 and table S2). Finally, we

used these changes in regional climate varia-

bles to quantify the change in each species’

2050 AOH under the LBMS-mitigated climate

(Fig. 1F) versus AOH in the unmitigated cli-

mate scenario (Fig. 1B).

We applied this approach to predict the glo-

bal biodiversity impacts, measured as mean

change in AOH (36), of deploying LBMSs at all

locations (10 × 10 km pixels) that were bio-

physically capable of supporting either forest

(45) or bioenergy crops with sufficient man-

agement (41) (figs. S9 to S12). To reduce po-

tential conflicts with food security, which is an

important determinant of where LBMSs are

deployed, we did not consider the conversion

of current arable lands or higher-intensity

pastures (stocking density of at least 1 head

per km
2
) to LBMSs (6, 40). Likewise, to main-

tain high carbon ecosystems, we did not allow

for the conversion of forested lands to LBMSs

(6). This leaves three broad land cover classes

for possible conversion to forest or bioenergy

cropping: grasslands, shrublands, and savannas

(17 subclasses; table S1 and fig. S9). In histori-

cally forested biomes, these land classes rep-

resent areas for reforestation because their

presence likely indicates past agricultural use,

current low-intensity grazing, or other histor-

ical or present-day human use. By contrast,

in historically open biomes where grassland,

shrubland, and savanna habitat types are ex-

pected based on climatic and disturbance

regimes, adding trees likely represents affor-

estation. In both cases, our analysis assumes

natural regeneration [sensu (40)], which may

involve changing management regimes (e.g.,

fire or browsing by herbivores).

Fig. 1. Approach to quantifying

the habitat conversion and

climate mitigation effects of

LBMSs on species’ AOH. (A) We

begin by generating a focal

species’ [the moose (Alces alces) in

this figure] climate-determined

geographic range limits, its bio-

climatic envelope, in the year

2050 under SSP2-RCP4.5 (yellow

outline). In this schematic, the focal

species tends to occur

in cooler regions (the blue end

of the bounding box). (B) We

next use a map of global habitat

types and the focal species’ known

affinity for those habitat types to

limit the AOH to locations with

suitable climate and suitable habi-

tat conditions under a baseline, or

no-intervention, scenario (green

shape). We compare this baseline

AOH with the scenario in which

we deploy a LBMS (forestation in

this schematic) in the year 2020.

(C and D) show how we quantify the habitat conversion effect. In this example, moose

have a high affinity for forest, so the LBMS [forestation, dotted circle in (C)] increases

the habitat available to the focal species [green shape in (D)]. For other species,

including open-habitat specialists, this land cover change would have negative

effects (fig. S1). (E and F) show how we quantify the climate mitigation effect.

In this case, the LBMS partially mitigates climate change (noted by the cooler

colors of the bounding box) and in turn shifts the species’ bioclimatic envelope [dotted

yellow outline in (E)]. This in turn grants the species access to habitats that would

otherwise be climatically unsuitable [green shape in (F)]. For each species, we quantify

the habitat conversion and climate mitigation effect as the change in AOH with

LBMS deployment [green shapes in (D) and (F)] versus nondeployment [green

shape in (B)]. We provide a walkthrough of this workflow for the moose across the

continental United States and Canada with real data in the supplementary

materials (figs. S49 to S64). [Figure created with BioRender.com]
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To quantify the habitat conversion and cli-

mate mitigation responses of individual spe-

cies to the deployment of LBMSs, we followed

the methods diagrammed in Fig. 1 to explore

hypothetical scenarios inwhich all eligible grass-

lands, shrublands, and savannas are converted

either to forest or to bioenergy crops. We do

not model these scenarios for their realism,

but rather to assess the relative magnitude and

sign of the habitat conversion and climate

mitigation effects on species globally. To ad-

dress where and through which mechanism

the deployment of LBMSs will affect the AOH

for global biodiversity, we averaged all species’

AOH responses to the habitat conversion or

climate mitigation effects of a given location’s

conversion to a land-based mitigation strat-

egy. Finally, to determine which LBMS max-

imizes the biodiversity benefit, or minimizes

the harm,we combined the habitat conversion

and climatemitigation impacts for each LBMS

deployed at each location and compared their

overall effects on AOH with one another and

with a scenario in which the current habitat is

left intact.

Species-level responses to LBMSs

Across all 14,234 vertebrates, adding forest cover

to the landscape through reforestation or af-

forestation (collectively called forestation) most

commonly increased the AOH for species

through both habitat conversion (69.1% of spe-

cies, points above 0 in Fig. 2A) and climate

A Reforesta on and a oresta on

B Bioenergy cropping

Fig. 2. The habitat conversion and climate mitigation effects of forestation

(A) and bioenergy cropping (B) on four vertebrate classes. Points show

the response of individual species’ AOH to climate mitigation (along the x axis)

and habit conversion (along the y axis) associated with LBMSs. Points to the

right of the vertical zero line represent species that will experience range

contractions under climate change, and therefore efforts to mitigate climate

change will increase their range relative to the no-intervention baseline. Species

lying to the left of zero have the opposite response. Points falling above the

horizontal line show species that will gain habitat through the deployment of the

LBMS, and points below the line indicate species that will lose habitat. The

percentages of points in each quadrant are indicated in the corners of the graph.

The fraction of points on the horizontal 0 line (no response to habitat conversion)

is shown with separate percentages on the left (species with a negative climate

mitigation effect) and right (species with a positive climate mitigation effect)

of the axis. Points colored in green indicate species for which the habitat

conversion effect is stronger than the climate mitigation effect, and purple points

indicate species for which the reverse is true. To illustrate, a green point in

the top-right quadrant is a species that gains AOH through both the habitat

conversion effect and the climate mitigation effect but gains more habitat

through habitat conversion. By contrast, a purple point in the bottom-left

quadrant is a species that loses AOH through both the climate mitigation and

habitat conversion effects but loses more through climate mitigation. Each white

point with a black outline represents the mean value of all points for a given

taxon’s response to either forestation or bioenergy cropping.
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mitigation (62.2% of species, points to the right

of 0 in Fig. 2A). These results follow from the

documented habitat affinities of vertebrate

species globally, with more species inhabiting

forests than open habitats (table S3 and figs.

S13 to S15) and there being larger range sizes

under mitigated climate conditions (table S4).

Given that our analysis treats all forest as hab-

itat for forest-dwelling species, it overlooks the

possibility that afforested sites are of lesser

quality than reforested sites, the effect of which

we explore in supplementary analyses (figs. S16

to S18). We further found that 43.2% of species

benefited from both habitat conversion and

climate mitigation effects, and only 10.3% of

species would lose AOH from both effects.

Habitat conversion had a greater impact than

climate mitigation for 69.4% of species (green

points in Fig. 2A).

In our model, individual species respond

positively or negatively to climate mitigation

regardless of strategy. Therefore, the same frac-

tion of species are predicted to benefit from

climate mitigation associated with bioenergy

cropping as with forestation (62.2%), although

the magnitude of the effect was greater for

bioenergy deployment than forestation (Fig.

2B). In further contrast to species’ response

to forestation, almost half of species (47.4%)

did not respond to the conversion of grass-

land, savanna, or shrubland to bioenergy crops

(points lying exactly on the x axis of Fig. 2B).

Of these species, 90.6% are forest specialists

that cannot use any of these habitats, and the

remainder are broad generalists (table S3).

Therefore, 66.1% of species were more sensi-

tive to the climate mitigation effects of bio-

energy cropping than its habitat conversion

effects. However, if we exclude forest specialist

species, 64.8% of species were more strongly

affected by habitat conversion than by the cli-

mate mitigation effects of bioenergy cropping

(fig. S19), and the conversion effects of bio-

energy were predominantly negative (78.2% of

these species). These responses to forestation

and bioenergy crop deployment across all ver-

tebrates analyzed are similar to the responses

that would be seen if we used a subset of either

threatened and endangered species or species

that respondedmost strongly to LBMSdeploy-

ment (figs. S21 and S22).

Geographic variation in effects of LBMSs

Even though our analysis assumes that each

species responds similarly to reforestation and

afforestation (Fig. 2 and fig. S16), we found

strong differences in their impacts on AOH

in different geographic locations (36). Reforest-

ation (pixels in the hatched regions of Fig. 3A)

had overwhelmingly positive habitat conver-

sion effects on the mean AOH for vertebrate

species globally, whereas afforestation tended

to reduce the mean AOH. These results do not

stem from any methodological difference in

how we treated reforestation and afforesta-

tion, but rather arise from the naturally occur-

ring variation in regional species pools. In

historically forested regions, the species pool

is composed mainly of forest-adapted species

that are more likely to make use of reforested

habitats. Although some species in these re-

gions would lose out with reforestation, their

numbers are outweighed by those that benefit.

By contrast, habitats suitable for afforestation

contain fewer vertebrate species with an af-

finity for forest and more species with an af-

finity for open habitats. Thus, across species,

afforestation tended to reduce AOH due to

the local extirpation of many grassland, shrub-

land, and savanna specialist species (non-

hatched regions in Fig. 3A) while increasing

habitat for the far fewer species that can

exploit forest.

We further found that the habitat conver-

sion effects of bioenergy cropping, averaged

across species globally, resulted in a negative

AOH outcome nearly everywhere that this

Increase in mean

area of habitat

Decrease in mean

area of habitat

Historically

forested

biomes

A Habitat conversion effects of afforestation and reforestation C Climate stabilization effects of afforestation and reforestation

B Habitat conversion effects of bioenergy cropping D Climate stabilization effects of bioenergy cropping

Fig. 3. Global vertebrate biodiversity impact of habitat conversion and

climate mitigation associated with forestation [(A) and (C)] and bioenergy

cropping [(B) and (D)]. Shown is the global biodiversity impact of deploying

a given LBMS in a given pixel, which is calculated as the change in species’

AOH averaged over all vertebrate species globally. Note the order of

magnitude greater scale on the color bar for habitat conversion effects (left)

than climate mitigation effects (right). The darker blue areas in (D) overlay

areas where a belowground storage reservoir exists, allowing for bioenergy

with carbon capture and storage. Areas in gray represent pixels with <1%

of their area eligible for conversion to LBMSs. Hatched areas in (A)

and (C) indicate historically forested biomes. The maps were reprojected

to a Robinson projection for visualization. Qualitatively similar results

for individual vertebrate groups (amphibians, breeding birds, mammals, and

reptiles) can be found in figs. S25 to S30.
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strategy was deployed (Fig. 3B). There were

some exceptions, such as Southeast Asia and

Central America, but in nearly all of these lo-

cations, forestation more strongly increased

mean AOH across vertebrate species (Fig. 3A).

In contrast to the habitat conversion effect,

which drove positive or negative changes in

mean AOHdepending on the location of LBMS

deployment, the climate mitigation associated

with deploying LMBSs in any location increased

mean AOH (Fig. 3, C and D). This is because,

from a strictly climate mitigation perspective,

species are agnostic to how and where ter-

restrial carbon storage is achieved. LBMSs are

typically able to remove more carbon per unit

area in warm and wet regions where plant

growth is highest (40, 41), thereby increasing

the climatemitigation benefits when deployed

in those areas. For bioenergy crops specifically,

the climate mitigation benefit is approximate-

ly double in regions that overlap sedimentary

basins suitable for CO2 injection, which enable

carbon capture and storage (Fig. 3D) (36).

Although the climate mitigation effects of

LBMSs were consistently positive, they were

generally small relative to the habitat conver-

sion effects, matching the species-level results.

For 94.2% of forestation pixels and 86.6% of

bioenergy cropping pixels, the habitat con-

version effect (a strong effect over a small area)

outweighed the climate mitigation effect (a

weak effect over the global extent; Fig. 3). These

same general patterns, in both the direction

and magnitude of the effect, hold across tax-

onomic groups and for the subset of species

that are threatened and endangered (figs.

S23 to S30).

The LBMS that maximizes biodiversity outcomes

We next investigated which LBMS, if any,

would maximize mean global vertebrate AOH

if deployed at each location. For each strategy,

we calculated the combined impact of the

habitat conversion and climate mitigation

pathways for each pixel biophysically suitable

for LBMSs (36). We found that of the locations

suitable for either forest or bioenergy crops,

96.5% were projected to sustain higher global

mean AOH for vertebrate species when con-

verted to forest rather than bioenergy crops

(Fig. 4).

We found that in most locations suitable for

afforestation or bioenergy crops, maintaining

the current habitat resulted in the highestmean

global AOH for vertebrate species (dotted area

in Fig. 4). In 78.4% of pixels where bioenergy

croppingwas biophysically feasible and in 21.5%

of pixels where adding tree cover (through re-

forestation or afforestation) was feasible, leav-

ing the grassland, shrubland, or savanna in its

natural state would lead to the highest mean

global AOH of the three interventions con-

sidered. Of the areas where forestation was

Adding tree cover is the

only biophysically
viable LBMS

Bioenergy cropping is the

only biophysically
viable LBMS

Adding tree cover provides

greater biodiversity outcome
than bioenergy cropping

Bioenergy cropping provides

greater biodiversity outcome
than adding tree cover

Biodiversity maximized

by leaving current
ecosystem intact

Historically forested

biomes

Fig. 4. Optimal LBMS strategy for maximizing the AOH for vertebrate

species. The impact of LBMS deployment in an individual pixel reflects the

combined effect of habitat conversion and climate mitigation on species’ AOH

averaged over all species globally. Note that areas colored dark green and

dark yellow indicate where forestation or bioenergy cropping generates the

higher mean global AOH, not an absolute biodiversity benefit. In fact, areas

overlaid with black circles indicate regions where the highest mean global AOH

is achieved by maintaining the current habitat (i.e., the possible LBMSs are

harmful). Although this map is useful for examining geographic scale

patterns, results for any point location are uncertain. This uncertainty stems

from the fact that whereas at a global scale, we have good coverage of

species, at any individual location key species of concern may not have been

modeled. To allow readers to explore which species are driving patterns

at individual locations, we have provided supplementary data files showing

the species-level habitat conversion effects at point locations distributed

uniformly around the globe (60). Areas in gray represent pixels with <1% of

their area eligible for conversion to LBMSs. The map was reprojected to a

Robinson projection for visualization.
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harmful, 72.2% represented afforestation, in-

cluding large portions of Africa, the Brazilian

Cerrado, and theMediterranean. Collectively,

these results suggest that the detrimental hab-

itat conversion effects of afforestation and

bioenergy cropping on biodiversity often out-

weigh the climatemitigation benefits to global

biodiversity.

Ensuring LBMSs are a win-win for biodiversity

and climate

As is true with all global modeling efforts, our

approach involves a number of assumptions,

the importance of which we examined with

sensitivity analyses. We found that our central

findings held across vertebrate taxa (figs. S24

to S30) and occurrence thresholds for species

inclusion (figs. S31 and S32), as well as assump-

tions about the dispersal capacity of species

(figs. S33 to S36), the efficacy of reforestation

(fig. S37) and afforestation (figs. S16 to S18 and

S37), the relative habitat value of bioenergy

crops (fig. S38), the carbon benefits of bio-

energy (figs. S39 to S44), and the equilibration

of atmospheric CO2 with the ocean and land

sinks (figs. S45 to S48). By necessity, our analy-

sis (figs. S49 to S64) overlooks potentially sub-

stantial climate feedbacks, such as those with

fire regimes (12) and changing microclimates

driven by the deployment of LBMSs (46). Fur-

ther, by focusing only on the changing AOH

for vertebrates, our analysis does not incorpo-

rate changes to species composition, nor the

myriad other ways that climate change and

habitat conversion can affect biodiversity [e.g.,

shifts in phenology (47), demographic shifts

(48), sublethal physiological effects (49), loss

of connectivity (50), fragmentation (51), and

edge effects (52)]. Finally, although our work

identifies the harmful effects of bioenergy

cropping and afforestation on vertebrate bio-

diversity, there are many other detrimental

effects associated with these LBMSs that fur-

ther argue against their deployment. These

include the loss of nonvertebrate biodiversity

(27, 29), changes to water availability (53, 54)

and fire frequency (12), and loss of access to

grazing lands (13). Moreover, many socio-

economic factors must figure into decisions

about the deployment of all three LBMSs to

safeguard local communities and livelihoods

(14, 16, 22, 55).

In conclusion, we found that at a global

scale, reforestation is likely to have dual bene-

fits to vertebrate biodiversity, both directly by

creating habitat for species and indirectly by

helping tomitigate climate change. Thismiti-

gation in turn allows species to make use of

habitats in regions that would otherwise be

climatically unsuitable. By contrast, whereas

afforestation and bioenergy cropping may sim-

ilarly benefit biodiversity by helping to miti-

gate climate change, this benefit is generally

small relative to the loss of habitat driven by

these LBMSs.More generally, it is often assumed

that by addressing climate change, LBMS will

also help to stem the tide of biodiversity loss

(33, 34). However, as shown here, assuming a

net positive effect on global biodiversity by curb-

ing climate change overlooks the far greater

local impact of LBMSs through habitat conver-

sion. It is therefore critical that LBMS projects

draw on local knowledge to accurately forecast

potential biodiversity outcomes and ensure that

in addressing climate change we do not in-

advertently worsen the biodiversity crisis.
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MOLECULAR BIOLOGY

Molecular basis of FIGNL1 in dissociating RAD51 from
DNA and chromatin
Alexander Carver1,2†, Tai-Yuan Yu3†, Luke A. Yates1,2, Travis White3, Raymond Wang3, Katie Lister1,2,

Maria Jasin3*, Xiaodong Zhang1,2*

Maintaining genome integrity is an essential and challenging process. RAD51 recombinase, the central

component of several crucial processes in repairing DNA and protecting genome integrity, forms

filaments on DNA, which are tightly regulated. One of these RAD51 regulators is FIGNL1 (fidgetin-like 1), which

prevents RAD51 genotoxic chromatin association in normal cells and persistent RAD51 foci upon DNA

damage. The cryogenic electron microscopy–imaged structure of FIGNL1 in complex with RAD51

reveals that FIGNL1 forms a nonplanar hexamer and encloses RAD51 N terminus in the FIGNL1 hexamer

pore. Mutations in pore loop or catalytic residues of FIGNL1 render it defective in filament disassembly and

are lethal in mouse embryonic stem cells. Our study reveals a distinct mechanism for removing RAD51

from bound substrates and provides the molecular basis for FIGNL1 in maintaining genome stability.

R
AD51 recombinase is a key protein in-

volved in homologous recombination, the

most faithful repair process for a double-

strandedDNA(dsDNA)break (1–3). RAD51

together with its meiosis specific homo-

log DMC1 also perform analogous functions in

meiotic recombination when parental homol-

ogous chromosomes pair and recombine (4).

The RAD51–single stranded DNA (ssDNA)

filament catalyzes the essential processes of

homology search, strand invasion, and hetero-

duplex formation (1, 3, 5). RAD51 needs to

be removed from heteroduplex DNA before

homology-directed DNA synthesis, repair, and

recombination can proceed. Aberrant loading

of RAD51 on ssDNA can lead tomultiple strand

invasions across chromosomes, which in turn

can lead to the formation of ultrafine bridges

and chromosome instability, a hallmark of

cancer (6, 7). Furthermore, RAD51 is shown to

be essential for DNA replication, especially in

dealing with replication stress, and to maintain

a stable replication fork (8, 9). Overexpression

and accumulation of RAD51 on chromosomes

has been associated with increased drug re-

sistance in tumor cells and increased genome

instability and apoptosis in normal cells (10).

Consequently, RAD51 activity is tightly regu-

lated. For example, the tumor suppressors

BRCA2 and RAD51 paralog complex BCDX2

promote RAD51-ssDNA filament formation

and stability, and several DNA helicases and

translocases such as RAD54, the RecQ family,

HELQ, RTEL1, and FBH1 can disassemble

RAD51-ssDNA or -dsDNA filaments (5, 11–16).

FIGNL1 (fidgetin-like 1), an essential gene in

mice belonging to the large AAA+ adenosine

triphosphatase (ATPase) family, has recently

been shown to prevent persistent RAD51 foci
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Fig. 1. FIGNL1 ATPase activity is required for its functionality

in cells. (A) FIGNL1 is required for the viability of mESCs.

Fignl1
+/− cells were targeted at the Rosa26 locus with expression

cassettes for wild-type Fignl1 (rWT) or mutants K456A in the ATPase

Walker A motif (rKA) or D411C for chemical inhibition (rDC) and then

selected for Hyg gene expression from the Rosa26 promoter. After

confirmation of correct targeting, the second Fignl1 allele was subjected

to CRISPR-Cas9 editing by using single guide RNAs (sgRNAs) (“c” and

“d”) to delete the entire Fignl1 coding region. Genomic DNA was

screened by means of polymerase chain reaction (PCR) by using

primers –396 and 409 for the undeleted allele. Successful deletion is

indicated with a blue asterisk. The number of Fignl1−/− colonies is

indicated, along with the total number of colonies that were screened.

(Single-letter abbreviations for the amino acid residues are as follows:

A, Ala; C, Cys; D, Asp; E, Glu; F, Phe; K, Lys; Q, Gln; R, Arg; and

W, Trp. In the mutants, other amino acids were substituted at certain

locations; for example, K456A indicates that lysine at position

456 was replaced by alanine.) (B) Chemical inhibition of the FIGNL1

ATPase is lethal. Covalent modification of FIGNL1 at D411C in

the ATPase domain by ASPIR-1 impairs colony formation.

(C) Chemical inhibition of FIGNL1 (left) leads to RAD51 accumulation on

chromatin but (right) does not affect overall RAD51 levels. Fignl1−/−;rDC or

Fignl1
−/−;rWT cells were treated with 0.25 mg/ml ASPIR-1 or dimethyl

sulfoxide (DMSO) for 24 hours. Chromatin and cytoplasmic fractions or

whole-cell extracts as indicatedwere subjected toWestern blot analysis with

antibodies to the indicated proteins. (D) Rad51 heterozygosity rescues

survival of the Fignl1mutant for colony formation in the presence of

ASPIR-1 (0.25 mg/ml) for 7 days. Three independent clones were tested

(80, 83, and 93). (E) Rad51 heterozygosity reduces RAD51 chromatin

association in the presence of ASPIR-1 to the level found in untreated Rad51

wild-type cells. Three independent clones were treated with 0.25 mg/ml

ASPIR-1 or DMSO for 24 hours and then subjected to chromatin and

nuclear fractionation, followed by Western blot analysis with antibodies to the indicated proteins.
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formation, prevent replication fork instability,

and suppress ultrafine chromosome bridges

(17–20). Conditional deletion of FIGNL1 in

mouse spermatocytes results in massive over-

loading of RAD51 and DMC1 in these cells

(17, 19). Recently, FIRRM/FLIP has been shown

to form a stable complex with FIGNL1, and

together they function in several DNA repair

pathways—including homologous recomobi-

nation (HR) and interstrand DNA cross-link

repair, as well as replication fork protection—

and FIGNL1–FIRRM/FLIP can disassemble

RAD51 filaments (19, 21–25). FIGNL1 has thus

been firmly established as an important player

in genome maintenance. However, the mo-

lecular mechanism of RAD51 modulation by

FIGNL1 is currently unknown.

Results

FIGNL1 ATPase is essential for RAD51

filament disassembly

Silencing or deleting FIGNL1 has been shown

to be embryonic lethal in mice (17). Fignl1
−/−

mice die during embryogenesis (fig. S1A), and

Fignl1
−/−

mouse embryonic stem cells (mESCs)

are inviable (Fig. 1A and fig. S1, B toD). The role

of the enzymatic activity of FIGNL1 has been

contradictory. Earlier work indicated that ade-

nosine 5′-triphosphate (ATP) binding and hy-

drolysis was important for HR (18), but a later

study suggested that ATPase activity was not

necessary for RAD51 filament disassembly

(26). To understand whether and how enzy-

matic activity of FIGNL1 affects its function-

alities, we developed a system to express various

FIGNL1 mutants from the Rosa26 locus in

Fignl1
+/−

mESCs to ask whether the second

endogenous allele could be disrupted (fig. S1).

Although Fignl1
−/−

cells were viable if they

expressed wild-type FIGNL1 from the locus,

they were not viable if they expressed the mu-

tant, K456A (K447 in human FIGNL1), in the

nucleotide-bindingWalker Amotif (KA) (Fig. 1A

and fig. S1E), indicating that nucleotide bind-

ing of FIGNL1 is essential.

To probe the effects of ATPase activity in

cells in a controlled fashion, we used a chem-

ical genetic approach to inhibit the ATPase

activity of FIGNL1 by expressing an ATP-analog

sensitive mutant with a cysteine in the active

site (fig. S2A) (27). This modified version of

FIGNL1 (D411C; equivalent to D402 in human

FIGNL1) retains ATPase activity, but when ex-

posed to the compound ASPIR-1, a covalent

bond is formed at the active site to abrogate

ATPase activity (27). We found that although

Fignl1
−/−

cells ectopically expressing D411C at

Rosa26 were viable, treatment of these cells

with ASPIR-1 was toxic (Fig. 1, A and B, and

fig. S2B). Further, ASPIR-1 treatment of D411C-

expressing cells resulted in markedly increased

association of RAD51 with chromatin (Fig. 1C

and fig. S2, C to F), which is known to increase

chromosome aberrations and aneuploidy (28).

Consistent with a recent study (23), ATPase

inhibition by ASPIR-1 did not significantly af-

fect HR at a single DSB (fig. S2G). The lethality

caused by Fignl1 mutation was rescued by

Rad51 heterozygous deletion (Fig. 1D and fig.

S1, F to H). Associated with the rescue, cells

displayed reduced RAD51 chromatin accu-

mulation (Fig. 1E), which is consistent with

recent data showing that RAD51 inhibition

could rescue cellular defects owing to Fignl1

deletion (20). Together, these data support the

notion that FIGNL1 ATPase activity is required

for its functionality in the prevention of aber-

rantRAD51-chromatin association and genome

instability.

TounderstandhowFIGNL1’sATPase activity

is linked to modulating RAD51’s association

with chromatin, we investigated themolecular

mechanisms of FIGNL1-mediated RAD51 dis-

sociation from DNA and filament disassembly

in vitro. Previous studies have identified three

functional domains in FIGNL1: a N-terminal

domain containing a largely unstructured

region responsible for localization to DNA

damage sites and for interactions with other

proteins, followed by the RAD51-binding FRBD

(FIGNL1 RAD51-binding domain) and AAA+

ATPasedomains (fig. S3A) (18, 19).TheN-terminal

domain interacts with FIRRM/FLIP (21), and

the interactions are important in vivo for the

mutual stability of FIGNL1 and FIRRM/FLIP

(19, 23–25). To ensure protein stability in the

absence of interacting partners while main-

taining its activities for RAD51 modulation,

we purified a N-terminal truncated fragment

of human FIGNL1 (residues 287 to 674), equiv-

alent to those used in earlier studies (18, 26),

that exhibits ATPase activity and RAD51 bind-

ing, which we term FIGNL1DN (fig. S3). As

expected and consistent with previous stud-

ies (17, 22, 26, 29), FIGNL1DN can dismantle

RAD51 from both ssDNA and dsDNA (Fig. 2

and figs. S3 and S4).

To visualize filament disassembly and to com-

pare the effects of various FIGNL1DNmutants

to probe the requirement of ATPase activities,

we imaged and quantified RAD51 filaments

usingnegative stain electronmicroscopy (NS-EM)

Fig. 2. Disassembly of RAD51 filaments is dependent on FIGNL1 ATPase activity. (A) Representative

negative-stain electron micrographs of RAD51 filaments on both ssDNA and dsDNA in the absence or

presence of FIGNL1DN or FIGNL1DN(E501Q), a mutant in the Walker B motif. Red arrows indicate some of

the filaments. Scale bars, 100 nm. (B) Quantification of filaments observed in (A) indicates a decrease in

the number of filaments per micrograph upon incubation with FIGNL1DN, whereas FIGNL1DNE501Q has

reduced effects. n = 18 to 20 micrographs per condition. (C) Image of gel, showing nuclease protection

of dsDNA by RAD51 in the presence of increasing concentrations of FIGNL1DN or E501Q mutant.

(D) Quantification of nuclease protection assays. n = 3 independent experiments, each data point indicates

the mean ± SD. Wild-type (WT) FIGNL1DN data quantification is from independent repeats and 0.5 and

0.9 mM data points are shown in (C). Filament disruption assays shown in (A) to (D) were carried out by using

60-nucleotide ssDNA and 60–base pair dsDNA.
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(Fig. 2, A and B, and fig. S4). To assess the

activity in solution, we used a nuclease pro-

tection assay in which DNA coated by RAD51

is challenged to nuclease treatment (30). A de-

crease in protection indicates dissociation or

remodeling of RAD51 from DNA. In the nu-

clease protection assays, adding FIGNL1DN

resulted in a decrease in RAD51-mediated pro-

tection inaFIGNL1DNconcentration–dependent

fashion in both ssDNA and dsDNA (Fig. 2, C

andD, and fig. S3C). Together with the NS-EM

results (Fig. 2, A and B), these data confirm

that FIGNL1DN disassembles RAD51-DNA fila-

ments. To assess the role of FIGNL1 ATPase

activity, we introduced a mutation in the cat-

alytic Walker B motif (E501Q), which is defec-

tive in ATP hydrolysis (fig. S3, B and D). The

E501Q mutant does not affect RAD51 binding

(fig. S3E) but is severely defective in disassem-

bling filaments, as judged by NS-EM and nu-

clease protection assays (Fig. 2 and figs. S3F

and S4), suggesting that ATP hydrolysis is re-

quired for its activities. This mutant does not

rescue lethality in mESCs (fig. S5). TheWalker

A mutant (K447A) is also defective in ATPase

activity and filament disassembly (figs. S3, B

and D to F, and S5).

Taken together, our cellular and in vitro data

establish that both nucleotide binding and

hydrolysis are required for FIGNL1 to disso-

ciate RAD51 from DNA for filament disas-

sembly and are essential for cell viability.

Architecture of the FIGNL1-RAD51 complex

Other known ATPases that disassemble RAD51

filaments (collectively termed antirecombinases)

functionasDNAtranslocases orhelicases through

their ATPase domains (14, 31), whereas the AAA+

domain of FIGNL1DN does not readily bind

DNA (fig. S3G), suggesting that FIGNL1 acts

on RAD51 instead of on DNA. To gain insights

into the molecular mechanism of FIGNL1-

dependent regulation of RAD51, we used

FIGNL1DN
E501Q

, which forms a stable complex

with RAD51 but is defective in filament disas-

sembly, to obtain a structure of FIGNL1 in

complex with RAD51, which likely represents

an initial engaged state of FIGNL1. Using cryo-

genic electron microscopy (cryo-EM), we deter-

mined the structure of the FIGNL1DN
E501Q

-RAD51 complex in the presence of ATP and

Mg
2+
(fig. S6). Single-particle analysis produced

a three-dimensional (3D) reconstruction that

revealed a hexameric ring shape, which we at-

tributed to FIGNL1; a AAA+ protein that forms

hexamers in the presence of nucleotide (ATPgs)

(fig. S6E) (24); and additional density above

the ring, tethered to the hexameric density,

to be RAD51 (Fig. 3A). The resolution of this

complex is limited, with a global resolution

of ~8 Å, likely because of the innate flexibility

of the FIGNL1-RAD51 complex (fig. S6). The

identified RAD51-binding FRBD is predicted to

be in a largely unstructured region (fig. S3A).

The volume above the hexamer can accommo-

date two RAD51 monomers, and the stoichio-

metry is consistent with the mass photometry

data (fig. S7, A and B). Using AlphaFold3

(32, 33), we generated a model of the FIGNL1

FRBD in complexwith aRAD51 dimer (fig. S7C).

This model predicts that the AAA+ domain

is tethered to the FRBD-RAD51 subcomplex

through a flexible linker (fig. S7C), which is

consistent with our cryo-EM reconstruction

(fig. S7B). In this model, the FRBD can bind to

two RAD51 molecules by using two sites, sepa-

rated by ~40 amino acids (fig. S7C), which is

consistent with a FIGNL1 hexamer engaging

with two RAD51 monomers. The first site

(FKTA), which has been previously identified

(18), is predicted to bind to RAD51 analogous to

that of the BRCA2 BRC4 motif (FxxA), which

binds at the RAD51 protomer interface in the

filament (34). A second site (FVPP), which is

also present in BRCA2 and RAD51AP1 (35, 36),

binds the adjacent RAD51 protomer through

a different location on RAD51 and does not

overlap with the BRC4 binding site (fig. S7C).

Mutating either of the two sites is only mod-

erately defective in our nuclease protection

assays, whereas mutating both sites severely

reduced its ability in filament disassembly (fig.

S7D). mESCs are viable even when both sites

are mutated (fig. S7E), suggesting that there

are other interaction sites between RAD51 and

FIGNL1 in cells, either directly or through other

interacting partners, to partially compensate

for the lost interaction site. A recent study has

shown that mutating site 1 (FxxA to ExxE)

failed to suppress ultrafine bridge (UFB) for-

mation in U2OS cells (20), suggesting a crucial

role of this interaction site in UFB suppression.

To improve the resolution of the reconstruc-

tion, we focused on the FIGNL1DN hexamer

for further processing, which was resolved to

2.9Å (Fig. 3B and fig. S8). The six FIGNL1AAA+

domains form a spiral hexamer (Fig. 3B), with

chain F at the base of the spiral and chain A

at the top. The quality of the electron density

map is sufficient to allow a structural model

of the AAA+ domain of FIGNL1 to be built

(Fig. 3C, table S1, and fig. S8). We identified

clear density for Mg
2+
-ATP, bound in the nu-

cleotide binding pocket of chains A, B, C, D,

and E, in between adjacent protomers (Fig. 3C

and fig. S8E). The electron density of chain F

is of poorer quality, presumably owing to in-

creased flexibility of this subunit (fig. S8, B

and E). The structural model allowed us to

map mutations found in cancer samples and

variants of unknown significance in patients

(fig. S9, A and B) (37, 38). Mutations at residue

E501 were identified in five tumors in the hu-

man cancer database COSMIC, and each, like

E501Q, had a high pathogenicity score as gauged

with AlphaMissense (0.994 for E501Q) (fig.

S9C and table S2) (39, 40), which is con-

sistent with defects we observed in vitro and

in cells. Several FIGNL1 mutations are located

at the protomer-protomer interface, so that

these mutations would be predicted to inter-

fere with proper assembly of the functional

hexamer (fig. S9, B and C). Further investiga-

tions are required to confirm their potential

consequences.

FIGNL1 coordinates the RAD51 N-terminal peptide

in its hexameric pore by using pore loops

We found additional density that is consistent

with a polypeptide in the central pore of the

FIGNL1 AAA+ hexamer (Fig. 4A). The poly-

peptide is tightly coordinated by two highly

Fig. 3. Cryo-EM structures of the FIGNL1-RAD51 complex and FIGNL1 AAA+ hexamer. (A) Top and side

views of the cryo-EM map and model of the FIGNL1DNE501Q-RAD51 complex in the presence of ATP.Mg2+.

(B) Top and side views of the cryo-EM map (2.9 Å) of the FIGNL1 AAA+ hexamer in the presence of ATP.Mg2+.

(C) Top and side views of the atomic model of the FIGNL1 AAA+ hexamer modeled from the map shown in (B).
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conserved pore loops of FIGNL1 that form a

helical staircase (Fig. 4, B to D). Many AAA+

proteins use pore loops to interact with their

respective substrates, either protein polypep-

tides or nucleic acids (41–44). The N-terminal

pore loop [residues 470 to 476; pore loop 1 (PL1)]

contains a lysine-tryptophan dipeptide (KW)

at its tip, which intercalates the side chains of

the polypeptide (Fig. 4D). The C-terminal pore

loop [residues 506 to 514; pore loop 2 (PL2)] is

less tightly associatedwith the polypeptide but

harbors H514, which tracks along the polypep-

tide backbone (Fig. 4, C and D). The extra

density in the pore suggests that in addition to

the two identified FRBD sites, an additional

interaction site exists between RAD51 and

FIGNL1. We could fit residues 2 to 13 of the

RAD51 N terminus, which belong to an un-

structured region not observed in previous

crystal and cryo-EM structures (fig. S10A). The

peptide is well resolved, with a local resolution

of 2.7 Å (fig. S10, A and B). High Q-scores (45)

not only indicate a good fit of these residues

into the density, but the density has a high

resolvability, providing further confidence in

the residue assignment (fig. S10A). In this struc-

tural model, the highly conserved pore loops

encircle the physiochemically conserved hydro-

phobic and polar amphipathic residue pattern

found in the N terminus of RAD51 (Fig. 4, D

and E, and fig. S10, B to E) through a close

network of interactions, which may provide

RAD51 sequence preference (Fig. 4, D and E,

and fig. S10, D and E).

To probe the importance of the RAD51 N

terminus, which has not previously been shown

to have specific functions in filament regula-

tion, we investigated whether FIGNL1 requires

the RAD51 N terminus for filament disassem-

bly. RAD51 that lacks the N-terminal 20 resi-

dues (RAD51DN) can form filaments andprotect

DNA from nuclease digestion (fig. S11, A to C).

RAD51DN filaments could not be efficiently

disrupted by FIGNL1DN in the nuclease pro-

tection assay (Fig. 4F and fig. S11D). This is

not due to the lack of interactions between

FIGNL1DN and RAD51DN because the bind-

ing, although reduced, is still sufficiently high

to ensure interactions under the experimental

conditions (fig. S11E). This is consistent with

the FRBD being a major recruitment site be-

tween FIGNL1 and RAD51.

Given that ATPase activities of some AAA+

proteins are stimulated by their respective sub-

strates (42, 46), we tested whether RAD51 stim-

ulates theATPase activity of FIGNL1. TheATPase

activity of FIGNL1DNis enhanced in thepresence

of RAD51 (Fig. 4G), but this enhancement is

abolished when the N terminus of RAD51 is

deleted (Fig. 4G). Adding FIGNL1DN defective

in ATPase activity (K447R or E501Q) does not

stimulate total ATP hydrolysis, whereas add-

ingATPase-defectiveRAD51 (K133R;RAD51-WA)

still showed significant enhancement, suggest-

ing that the majority of stimulation is due to

increased ATPase activity of FIGNL1 in the

presence of the N terminus of RAD51 (fig. S12,

A and B). A synthetic peptide containing the

complete unstructured 22–amino acid RAD51

N terminus, or the N-terminal 13 or 18 amino

acids, can stimulate FIGNL1 ATPase equiva-

lently (Fig. 4H and fig. S12C). This stimulation

relies on the N-terminal amphipathic region

of RAD51 observed in our cryo-EM structure

because replacing the first five residues with

alanine in this peptide diminishes the stimu-

lation (Fig. 4H). Furthermore, FIGNL1 ATPase

stimulation is specific to the RAD51 N termi-

nus because high concentrations of a peptide

of polyglutamate, tubulin C-terminal tails (47),

ssDNA, and dsDNA all fail to enhance its

ATPase activities (fig. S12, C and D). Together,

these data reveal that FIGNL1DN uses the

RAD51N-terminal region to stimulate its ATPase

activity, and that the RAD51 N terminus is

essential for the ability of FIGNL1 to disas-

semble RAD51 filaments.

Pore loop integrity is required for filament

disassembly and mESC viability

To corroborate the structural data and to fur-

ther investigate the importance of the FIGNL1

pore loops, we substituted the KW of PL1 to a

glutamic acid and alanine, respectively (K473E,

W474A; herein referred to as the PL mutant)

(fig. S13A). Thismutant retained near wild-type

ATPase activity and RAD51 binding (fig. S13, B

and C). This mutant ATPase activity can be

Fig. 4. FIGNL1 coordinates the N terminus of RAD51 through its central hexameric pore. (A) Extra

density observed in the central pore of the FIGNL1 AAA+ hexamer. (B) Sequence conservation plots of the pore loops

of FIGNL1 in vertebrates (n = 576 distinct genes). Residues 473, 474, and 514 are labeled. (C) The pore loops

of FIGNL1 form two helical staircases enclosing the RAD51 N terminus. (D) The pore loop residues intercalate with

the RAD51 N-terminal residues. (E) Conservation plot of the N-termini of RAD51 in 548 vertebrates. Numbering

refers to the human RAD51 sequence. (F) Quantification of nuclease protection assays of dsDNA by RAD51 (WT)

or RAD51 with N-terminal 20 amino acids deleted (DN), in the presence of increasing concentrations of FIGNL1DN.

Each data point indicates the mean ± SD, n = 3 independent experiments. (G) Quantification of ATPase activity

of FIGNL1 alone or incubated with RAD51 (WT) or RAD51DN (DN). (H) Dose-response ATPase activity of FIGNL1DN

in the presence of increasing concentrations of the RAD51 N-terminal peptide or with the first five amino acids

replaced by alanine (n = 4 independent experiments).
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stimulated by the RAD51 N terminus but to a

lesser extent as compared with wild type (fig.

S13D). This mutant is severely defective in dis-

assembling RAD51 filaments on both dsDNA

and ssDNA as can be visualized by usingNS-EM

(Fig. 5, A and B) and nuclease protection as-

says (Fig. 5, C andD). The equivalentmutation

in mESCs is incompatible with cell viability

(Fig. 5E). Together, these data support a cru-

cial role of the pore loops for FIGNL1 activity.

Recent studies have shown that FIGNL1 is

important in meiotic DMC1-focus formation

and resolution (17, 19). We thus set out to test

the ability of FIGNL1DN in disassemblingDMC1

filaments in vitro. DMC1 does not efficiently

protect dsDNA fromnuclease (48); we therefore

used ssDNA in our assays. FIGNL1DN could

also reduce nuclease protection by DMC1 (fig.

S14, A and B), indicating disruption of nucleo-

protein complexes, and both DMC1 and DMC1

N-terminal peptide stimulate ATPase activity

of FIGNL1DN (fig. S14, C and D). However,

the DMC1 N-terminal peptide is 3 times less

effective at stimulating FIGNL1 ATPase activity

compared with that of RAD51 under the same

experimental conditions (fig. S14D). DMC1 and

RAD51 N-terminal regions share some degree

of conservation (fig. S14E), suggesting that

FIGNL1 substrate selection is somewhat plas-

tic. The pore loop mutant is severely defective

in disassembling DMC1 filaments (fig. S14, A

andB). Together, these data suggest that FIGNL1

can also disrupt DMC1-DNA association by

using a similar mechanism to that of RAD51,

despite being less efficient in our assays. The

precise mechanism and sequence specificity

of FIGNL1 requires further investigation.

Our data presented here suggest a molecular

mechanism by which FIGNL1 acts on RAD51

to promote dissociation from DNA and other

substrates. Through its FRBDdomain and other

interacting partners such as FIRRM/FLIP,

FIGNL1 is recruited to the side of the RAD51

filament. The FIGNL1 hexamer then assembles

around and encloses the RAD51 N terminus

(Fig. 5F). We propose that similarly to other

AAA+ proteins that enclose substrate peptides

in the central pores (fig. S15) (41, 42, 49–53),

FIGNL1 acts as a peptide translocase that leads

to RAD51 remodeling. RAD51 is sensitive to lim-

ited proteolysis in the presence of FIGNL1DN

and ATP but markedly less so in the presence

of PL or EQ mutants (Fig. 5, G and H, and fig.

S16), supporting that RAD51 is unfolded and

remodeled by FIGNL1 ATPase. Translocating

or unfolding the RAD51 N-terminal peptide

and theproceedinga-helicaldomain (N-domain)

by FIGNL1 would substantially destabilize the

filament because theN-domain binds between

adjacent protomers (fig. S17). The proposed

mechanism suggests that FIGNL1 could also act

on RAD51 bound to other proteins—including

nucleosomes, as shown recently—therefore ac-

ting as a general RAD51 regulator (54). This is

Fig. 5. Mutation of PL1 confers loss of RAD51 filament disassembly and cell lethality. (A) Representative

micrographs of RAD51-DNA filaments treated by FIGNL1DN bearing mutations in PL1 K483E/W484A (PL mutant) with

ssDNA or dsDNA. Scale bars, 100 nm. (B) Quantification of experiments shown in (A), highlighting the loss of filament

disassembly by FIGNL1DN bearing PL mutation. n = 20 micrographs; data are shown as mean ± SD. WT FIGNL1DN

data are for comparison and are as shown in Fig. 2. (C) Nuclease protection of dsDNA coated by RAD51 upon treatment

with wild-type or PL mutant of FIGNL1DN. (D) Quantification of RAD51 + FIGNL1DNPL experiments shown in (C). n = 3

independent experiments; data are shown as mean ± SD. WT FIGNL1DN data quantification are from independent

repeats shown in Fig. 3 and 0.5 and 0.9 mM data points shown in (C). (E) FIGNL1 PL mutant is not compatible with cell

survival. An expression cassette for the mutant (rPLMyc) was targeted to Rosa26 locus as in Fig. 1A. No Fignl1−/−

colonies were obtained after CRISPR-Cas9 gene editing in Fignl1+/− cells with sgRNAs c and d as in Fig. 1A. Western

blotting for the Myc tag confirms that the PL mutant is expressed. (F) (Top) An integrated structural model of

FIGNL1 engaged on a RAD51-dsDNA filament by using our cryo-EM–imaged structure in conjunction with AlphaFold3

prediction of FRBD binding RAD51. FIGNL1 is colored by subunit as in Fig. 3. RAD51 protomers are colored green,

except the target RAD51 engaged with FIGNL1 AAA+ pore, which is colored dark blue. For clarity, only a single FRDB is

shown from one subunit of the FIGNL1 hexamer, and only a single N terminus is shown from RAD51. (Bottom) A

proposed model of FIGNL1 recruitment and RAD51 filament disassembly. FIGNL1 is recruited to the RAD51 filament

through its FRBD domain and forms a hexamer, enclosing the N terminus of RAD51, which stimulates the ATPase

activity of FIGNL1 and promotes translocation of the N terminus in the hexamer pore, leading to the unfolding

and removal of RAD51 from the filament, promoting disassembly. (G) SDS–polyacrylamide gel electrophoresis gels

showing RAD51 degradation by proteases in the presence of FIGNL1DN and its mutants with ATP. (H) Quantification

of RAD51 band intensity over time. Data points are mean ± SD; n = 3 independent experiments.
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distinct from other antirecombinases such as

RAD54, which is a DNA translocase and disso-

ciates RAD51 fromdsDNAonly (55, 56). FIGNL1’s

distinctive mechanism in dissociating RAD51

from chromatin defines its critical roles in cell

viability.

REFERENCES AND NOTES

1. P. Baumann, F. E. Benson, S. C. West, Cell 87, 757–766

(1996).

2. F. E. Benson, A. Stasiak, S. C. West, EMBO J. 13, 5764–5771

(1994).

3. Y. Sun, T. J. McCorvie, L. A. Yates, X. Zhang, Cell. Mol. Life Sci.

77, 3–18 (2020).

4. D. K. Bishop, Cell 79, 1081–1092 (1994).

5. A. Carver, X. Zhang, Semin. Cell Dev. Biol. 113, 3–13 (2021).

6. Y. W. Chan, S. C. West, Cell Cycle 17, 2101–2109 (2018).

7. A. Piazza, W. D. Wright, W.-D. Heyer, Cell 170, 760–773.e15

(2017).

8. K. Schlacher, H. Wu, M. Jasin, Cancer Cell 22, 106–116

(2012).

9. S. Tye, G. E. Ronson, J. R. Morris, Semin. Cell Dev. Biol. 113,

14–26 (2021).

10. H. L. Klein, DNA Repair 7, 686–693 (2008).

11. R. B. Jensen, A. Carreira, S. C. Kowalczykowski, Nature 467,

678–683 (2010).

12. L. A. Greenhough et al., Nature 619, 650–657 (2023).

13. Y. Rawal et al., Nature 619, 640–649 (2023).

14. E. Antony et al., Mol. Cell 35, 105–115 (2009).

15. J. Simandlova et al., J. Biol. Chem. 288, 34168–34180

(2013).

16. J. D. Ward et al., Mol. Cell 37, 259–272 (2010).

17. M. Ito et al., Nat. Commun. 14, 6857 (2023).

18. J. Yuan, J. Chen, Proc. Natl. Acad. Sci. U.S.A. 110,

10640–10645 (2013).

19. Q. Zhang et al., Nucleic Acids Res. 51, 8606–8622 (2023).

20. K. Matsuzaki, A. Shinohara, M. Shinohara, Nucleic Acids Res.

52, 5774–5791 (2024).

21. J. B. Fernandes et al., PLOS Genet. 14, e1007317 (2018).

22. Z. Zhou et al., Cell Rep. 42, 112907 (2023).

23. C. Stok et al., Cell Rep. 42, 112668 (2023).

24. E. Pinedo-Carpio et al., Sci. Adv. 9, eadf4082 (2023).

25. J. D. Tischler et al., Nat. Commun. 15, 866 (2024).

26. K. Matsuzaki, S. Kondo, T. Ishikawa, A. Shinohara,

Nat. Commun. 10, 1407 (2019).

27. T. Cupido, N. H. Jones, M. J. Grasso, R. Pisa, T. M. Kapoor,

Nat. Struct. Mol. Biol. 28, 388–397 (2021).

28. C. Richardson, J. M. Stark, M. Ommundsen, M. Jasin, Oncogene

23, 546–553 (2004).

29. A. Zainu et al., bioRxiv 541096 [Preprint] (2023).

30. M. R. G. Taylor et al., Cell 162, 271–286 (2015).

31. D. Branzei, B. Szakal, Curr. Opin. Genet. Dev. 71, 27–33

(2021).

32. J. Jumper et al., Nature 596, 583–589 (2021).

33. M. Mirdita et al., Nat. Methods 19, 679–682 (2022).

34. L. Pellegrini et al., Nature 420, 287–293 (2002).

35. Y. Kwon et al., Nat. Commun. 14, 432 (2023).

36. M. H. Dunlop et al., J. Biol. Chem. 286, 37328–37334 (2011).

37. M. J. Landrum et al., Nucleic Acids Res. 46 (D1), D1062–D1067

(2018).

38. J. G. Tate et al., Nucleic Acids Res. 47, D941–D947 (2019).

39. J. Cheng et al., Science 381, eadg7492 (2023).

40. H. Tordai et al., Sci. Data 11, 495 (2024).

41. N. Monroe, H. Han, P. S. Shen, W. I. Sundquist, C. P. Hill, eLife

6, e24487 (2017).

42. C. R. Sandate, A. Szyk, E. A. Zehr, G. C. Lander, A. Roll-Mecak,

Nat. Struct. Mol. Biol. 26, 671–678 (2019).

43. J. S. Lewis et al., Nature 606, 1007–1014 (2022).

44. J. Wald et al., Nature 609, 630–639 (2022).

45. G. Pintilie et al., Nat. Methods 17, 328–334 (2020).

46. E. R. Jenkinson, J. P. J. Chong, Proc. Natl. Acad. Sci. U.S.A.

103, 7613–7618 (2006).

47. E. A. Zehr, A. Szyk, E. Szczesna, A. Roll-Mecak, Dev. Cell 52,

118–131.e6 (2020).

48. Z. Li, E. I. Golub, R. Gupta, C. M. Radding, Proc. Natl. Acad.

Sci. U.S.A. 94, 11221–11226 (1997).

49. E. Zehr et al., Nat. Struct. Mol. Biol. 24, 717–725 (2017).
50. M. Su et al., Sci. Adv. 3, e1700325 (2017).

51. H. Han, N. Monroe, W. I. Sundquist, P. S. Shen, C. P. Hill, eLife

6, e31324 (2017).

52. C. Alfieri, L. Chang, D. Barford, Nature 559, 274–278 (2018).

53. Q. Ye et al., EMBO J. 36, 2419–2434 (2017).

54. T. Shioi et al., Nature 628, 212–220 (2024).

55. P. P. Shah et al., Mol. Cell 39, 862–872 (2010).

56. J. Essers et al., Cell 89, 195–204 (1997).

ACKNOWLEDGMENTS

Initial screening of electron microscopy grids was carried out at

Imperial College London Centre for Structural Biology. We

acknowledge Diamond Light Source for access and support of the

cryo-EM facilities at the UK national eBIC, proposal EM19865,

funded by the Wellcome Trust and MRC, and London Consortium

for high-resolution cryo-EM (LonCEM), funded by the Wellcome

Trust. We thank N. Jones and T. Kapoor for discussions and the

gift of ASPIR-1. We thank members of the Zhang and Jasin

laboratories for their helpful insights and discussions. Funding:
This work was funded by Breast Cancer Now and a Wellcome Trust

Investigator Award (210658/Z/18/Z) and a Wellcome Trust

Discovery Award (227769/Z/23/Z) to X.Z. and Starr Cancer

Consortium award I13-0055 and NIH R35 CA253174 to M.J. Author
contributions: A.C., T.-Y.Y., M.J., and X.Z. designed the project.

Cryo-EM sample preparation, image processing, and structure

determination was performed by A.C. and L.A.Y. Protein construct

cloning, mutagenesis, and purification was performed by A.C.,

with contributions from K.L. and L.A.Y. In vitro assays were

performed by A.C. and L.A.Y., with contributions from K.L. All

cellular work was carried out by T.-Y.Y., with assistance from

T.W. Mouse studies were carried out by R.W. Bioinformatic analysis

was performed by L.A.Y.; A.C. and X.Z. wrote the initial manuscript,

with contributions from L.A.Y., T.-Y.Y., and M.J. Edits to the

manuscript were carried out by all authors. Competing interest:
Authors declare that they have no competing interests. Data
and materials availability: All the structural data have been

deposited in Worldwide Protein Data Bank (wwPDB) with access

codes EMDB-18946, PDB code 8R64. The cell lines generated

for this study are available from M.J. under a materials transfer

agreement with the Memorial Sloan Kettering Cancer Center,

New York, USA. Transfer of cell lines may be subject to third-party

obligations. All other data are available in the main text or the

supplementary materials. License information: Copyright © 2025

the authors, some rights reserved; exclusive licensee American

Association for the Advancement of Science. No claim to original

US government works. https://www.science.org/about/science-

licenses-journal-article-reuse

SUPPLEMENTARY MATERIALS

science.org/doi/10.1126/science.adr7920

Materials and Methods

Figs. S1 to S17

Tables S1 and S2

References (57–72)

MDAR Reproducibility Checklist

Submitted 16 July 2024; accepted 20 November 2024

Published online 5 December 2024

10.1126/science.adr7920

NONLINEAR PHONONICS

Photo-induced chirality in a nonchiral crystal
Z. Zeng1,2, M. Först1, M. Fechner1, M. Buzzi1, E. B. Amuah1, C. Putzke1, P. J. W. Moll1, D. Prabhakaran2,
P. G. Radaelli2, A. Cavalleri1,2*

Chirality, a pervasive form of symmetry, is intimately connected to the physical properties of solids, as well

as the chemical and biological activity of molecular systems. However, inducing chirality in a nonchiral material

is challenging because this requires that all mirrors and all roto-inversions be simultaneously broken. Here,

we show that chirality of either handedness can be induced in the nonchiral piezoelectric material boron

phosphate (BPO4) by irradiation with terahertz pulses. Resonant excitation of either one of two orthogonal,

degenerate vibrational modes determines the sign of the induced chiral order parameter. The optical activity of

the photo-induced phases is comparable to the static value of prototypical chiral a-quartz. Our findings offer

new prospects for the control of out-of-equilibrium quantum phenomena in complex materials.

A
n object is defined as chiral if its mirror

image cannot be superimposed onto it-

self through any combination of rotations

or translations. In crystalline systems, the

structural chirality is predetermined by

the lattice structure during the formation pro-

cess (1), making it challenging to manipulate

the handedness of the system after growth.

For example, the chiral crystal a-quartz (2) can

exist in either right- or left-handed structures

(space group P3121 and P3221, respectively),

characterized by atomic spirals of opposite

handedness within the unit cell (Fig. 1A). Once

formed, chiral crystals of opposite handedness

cannot be switched into each other without

melting and recrystallization of the material

(3, 4).

Antiferrochirals are a distinct class of achiral

systems in which the unit cell comprises chiral

fragments with opposite handedness (5). The

overall system remains achiral due to the de-

generacy between the left- and right-handed

structures, resembling racemic crystals (6).

One notable feature of these systems is their

potential to develop chirality under external

perturbations that can uncompensate the stag-

gered chiral fragments.

Inducing chirality in achiral systems by
nonlinear phononics

Boron phosphate (BPO4, space group I�4) is an

example of an antiferrochiral material. Its equi-

librium lattice and the left- and right-handed

chiral substructures are sketched in Fig. 1B

(7). The displacement of the atomic structure

along the coordinates of B-symmetry modes

(with amplitude QB) lifts the degeneracy be-

tween the local structures of opposite handed-

ness, resulting in a ferrichiral state. Figure 2A

highlights thisbehavior,where the shadedatomic

motions along the B-mode coordinates en-

hance and reduce the amplitudes of the left- and

1Max Planck Institute for the Structure and Dynamics of
Matter, Hamburg, Germany. 2Department of Physics,
Clarendon Laboratory, University of Oxford, Oxford, UK.
*Corresponding author. Email: andrea.cavalleri@mpsd.mpg.de
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right-handed local chiral structures, respectively.

As a result, the handedness of the ferrichiral

state can be controlled by the direction of the

phonon displacement (8), i.e., the sign of its am-

plitudeQB, providing an opportunity to ration-

ally design the chirality in these systems by

structural engineering.

This effect is not easily stimulated with ex-

ternal fields because it is necessary to couple to

a specific lattice mode that needs to be dis-

placed in a specific direction. This is achieved

transiently through nonlinear phononics (9–17),

an effective approach to coherently control the

atomic structure with light. This concept pro-

vides a new basis for the rational design of

crystal structures and symmetries with light,

inducing desirable functional properties at

high speed. In one specific type of nonlinear

phononic interaction, the square of a selectively

driven, infrared-active terahertz-frequency pho-

non mode, QIR, couples linearly to a second

mode,Q2, inducing a rectified, displacive force

along the normal mode coordinateQ2. This rec-

tified force induces a transient crystal structure

not accessible at equilibrium (18–22).

In BPO4, a displacive force on the B-symmetry

phonon modes that control chirality can be

achieved by driving either of the degenerate

infrared-active E-symmetry phonon modes,

polarized along the a and b axes, respectively.

According to the lowest-order coupling term

of the form U ¼ �aQ2
E;aQB þ aQ2

E;bQB (23),

the coherent drive of phonon mode QE,a by a

resonant terahertz-frequency field exerts a

rectified force onto QB in the positive direc-

tion, leading to a positive transient displacement

of the lattice along theB-mode coordinates away

from equilibrium (Fig. 2B). Conversely, if the

orthogonal mode QE,b is resonantly driven, the

transient displacement along QB changes direc-

tion due to the opposite sign in the coupling

term (Fig. 2C). Therefore, the system can be

driven into either one of the two opposite chiral

states by controlling the polarization of the

terahertz-frequency excitation pulse.

This effect can be simulated for BPO4 through

two coupled equations of motion for the reso-

nantly driven doubly degenerate mode QE,a/b

and the set of four anharmonically coupled

B-symmetry modes QB,i (i = 1…4), taking the

form

@2

@t2
QE;a=b tð Þ þ 2gE;a=b

@

@t
QE;a=b tð Þ þ

w
2
E;a=bQE;a=b tð Þ ¼ Z

�
E;a=bE tð Þ ð1Þ

@2

@t2
QB;i tð Þ þ 2gB;i

@

@t
QB;i tð Þ þ w

2
B;iQB;i tð Þ ¼

TaQ
2
E;a=b ð2Þ

Where gE,a/b and gB,i are the damping coefficients,

wE,a/b and wB,i the frequencies of the phonon

modes, and Z�
E;a=bis the effective charge that cou-

ples the infrared-activeQE,a/bmodes to the pulsed

terahertz electric fieldE tð Þ ¼ E0sin wB;i t
� �

e
� t

2

2t2.

The sign of the force on the B-symmetry modes

(right side of Eq. 2) depends on whether the

E-symmetrymode is excited along the a or the

b axis. We used ab initio calculations to deter-

mine all the relevant phonon parameters used

in these equations. These calculations predict

that transient displacement of the crystal along

the four B-symmetry phonons drives the system

into a chiral state, which is determined by the

linear superposition of these modes. The in-

duced chirality can be quantified by calculating

an electric toroidal monopole as the order pa-

rameter (24) or by following a recently intro-

duced geometrical approach (23, 25).

Dynamics of chirality and optical activity

The displacement causes two optical effects

on a time-delayed probe pulse, optical activity,

which relates to the wanted induced chirality,

and induced birefringence due to the breaking

of the fourfold symmetry (–4) of the crystal,

which can be subtracted from the total optical

signal to reveal the optical activity. Figure 3, A

and B, shows the time-dependent changes of

each of these properties (optical activity and in-

duced birefringence) for excitation of the mode

QE,a along the a axis, as calculated from the tran-

sient lattice structure and taking into account

theB-mode–dependent changes in the diagonal

and off-diagonal elements of the optical permit-

tivity. The latter were determined using an ab

initio density functional theory approach (23).

The optical activity alone generates a char-

acteristic polarization rotation that is inde-

pendent of the incident polarization of the

probe light in the a–b plane (26, 27) (Fig. 3A,

inset). Conversely, the birefringence introduces a

modulation of the polarization rotation response

with a fourfold symmetry with respect to the

incident probe polarization [Fig. 3B, inset, and

(23)] without changing the average value of

the signal over all incident probe polarizations.

The total polarization rotation signal follows

the form

q ϕð Þ ¼ A1rþ A2sinð4ϕ� fÞ Dnð Þ2 ð3Þ

whereϕ is the relative angle between the pump

and theprobepolarization, f is the angle between

A B

Si

O

B

P

O

Right-handed    -Quartz

BPO4

Chiral Crystal Antiferro-chiral Crystal

Left-handed    -Quartz

a

c

b

Fig. 1. Chirality in the solid state. (A) The prototypical chiral crystal a-quartz exists in left- and right-handed configurations that are determined by the spiral atomic

structure formed during the growth process. (B) The unit cell of the antiferrochiral crystal BPO4 is composed of chiral substructures of opposite handedness. The

degeneracy of these left- and right-handed structures makes the overall system achiral.
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the pump polarization and the optical axis of

the transient birefringence, r is the rotary power

proportional to the optical activity, andDn is the

birefringence-induced difference in refractive

index. The overall time-dependent polariza-

tion rotation signal, calculated as a function

of the incident polarization, is shown for a

terahertz pump with a peak electric field of

5 MV/cm (Fig. 3C).

When the polarization of the pump is ori-

ented along the b axis to excite the mode QE,b,

the induced displacement of the B-symmetry

modes changes direction. Therefore, both the

optical activity and the induced birefringence

are reversed (Fig. 3, D and E), resulting in a

sign change of the overall polarization rotation

signal compared with the excitation along the

a axis (Fig. 3F).

Experimental results

Experimental validation of these predictions

was obtained using the optical setup sketched in

Fig. 4A. The BPO4 sample, held at room temper-

ature, was excited by 19-THz center frequency

pulses of 3 THz full width at half maximum,

with an excitation fluence of up to 5.0 mJ/cm
2

and a corresponding peak electric field of

5.1 MV/cm. These pulses were linearly polar-

ized along either the a or the b axis, resonantly

driving each degenerate E-symmetry phonon

mode at its 18.9-THz transverse-optical fre-

quency (23).
A time-dependent rotation of the probe po-

larization was induced by phonon excitation

with a pump polarized along the crystal a axis

(Fig. 4B). At each probe polarization angle,

we found a sudden onset of a rotation around

time zero, followed by a decay lasting a few

picoseconds, far longer than the 200-fs dura-

tion of the excitation pulse. The signal dis-

played a 90° periodicity with the incident probe

polarization due to the transient birefringence

discussed above.

Because of the modulation induced by the

birefringence averaging to zero over all of the

probe polarizations (28, 29), the transient op-

tical activity can be extracted by averaging the

signal over all the incident probe polarizations

at each time delay (Fig. 4C). The result shows

a finite and positive signal, providing clear evi-

dence for a nonequilibrium chiral state. Its life-

time follows the excitation and decay of the

resonantly driven optical phonon.

We further rotated the pump polarization by

90° to resonantly drive the E-symmetry phonon

Fig. 2. Light-induced chirality in

antiferrochiral BPO4. (A) The

atomic displacements in BPO4

along B-symmetry phonons lift the

degeneracy between the local

structures of left and right handed-

ness, driving the system from the

antiferrochiral to a ferrichiral

state. The phonon displacement in

the opposite direction induces

chirality of opposite handedness.

(B) A terahertz pump with electric

field polarization along the a axis

induces coherent oscillations of

the mode QE,a about its equilib-

rium position. A positive transient

displacement along the B-mode

coordinates is induced through

nonlinear phonon coupling, driving

the system into the nonequili-

brium ferrichiral state with left

handedness. (C) Exciting the doubly

degenerate E-symmetry phonon

along the b axis induces coherent

oscillations of the QE,b mode

about its equilibrium position. A

negative transient displacement

along the QB mode coordinates is

induced through nonlinear phonon

coupling, driving the system into

a ferrichiral state with right

handedness.

A

QE,a

t

QB

QE,b

t

QB

Chirality

Antiferro-chiral

Left-handed

ferri-chiral

Lattice

Distortion

Right-handed

ferri-chiral

QB=0 QB>0QB<0

B
BPO4

a

b BPO4
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along theBPO4 crystal b axis. The corresponding

time-dependent polarization rotation, again as a

function of the incident probe polarization, and

the corresponding optical activity are shown in

Fig. 4, D and E. As predicted, the signals re-

versed sign, showing opposite handedness of

the light-induced ferrichiral state compared

with the a-axis excitation.

Further characterization of the light-induced

chiral state validates the predicted nonlinear

phononic mechanism. Figure 5A shows the ro-

tary power as a function of the peak electric fields

of the 19-THz excitation pulse, exhibiting a quad-

ratic field dependence and a sign reversal for the

two different pump polarizations. This behavior

is consistent with the nonlinear phonon inter-

action potentialU ¼ �aQ2
E;a

QB þ aQ2
E;b

QB. In

addition, the magnitude of the nonequili-

brium rotary power was resonantly enhanced

when the excitation pulses were tuned to the

18.9-THz transverse optical frequency of the dou-

bly degenerate E-symmetry phonon (Fig. 5B).

We estimated the magnitude of the light-

induced optical activity in BPO4 at resonance

by comparing the nonequilibrium rotary power

with the static value of a-quartz (6.8°/mm), a

commonly used material for polarization ro-

tation in optics (30). For the pump fluence

available in the experiment, and assuming

that the chiral state is induced only within

the extinction depth d of the excitation pulses

(23), the light-induced rotary power of BPO4 is

comparable to the equilibriumvalue ofa-quartz.

Concluding remarks

Extension of this approach to ferrichiral sys-

tems may enable ultrafast switching with the

nonlinear phononic protocol discussed here.

Applications to ultrafast memory devices would

follow, as well as to more sophisticated opto-

electronic platforms powered by light and

connected to the handedness of matter. More

broadly, the emergence of chirality on the ul-

trafast time scale, together with the ability to

switch between chirality of opposite handed-

ness, offers exciting opportunities for exploring

new phenomena in out-of-equilibrium phys-

ics of complex matter, especially in topological

(31–33) and correlated systems (34, 35), where

handedness plays an important role.
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Fig. 3. Theoretical calculations of the light-induced chiral state. (A) Light-

induced optical activity for the a-axis pump as a function of pump-probe

time delay. The yellow-shaded area is the temporal profile of the excitation pulse.

Inset shows the corresponding amplitude of the polarization rotation signal

as a function of probe incident polarization. (B) Light-induced birefringence for

the same a-axis pump as a function of pump-probe time delay. Inset shows

the corresponding amplitude modulation of the polarization rotation signal as a

function of probe incident polarization. (C) The resulting total polarization

rotation signal for the a-axis pump as a function of probe incident polarization

and pump-probe time delay. The signal at a fixed time delay of +0.1 ps is shown

on the right. (D) Same as (A) but for excitation along the b axis. (E) Same

as (B) but for excitation along the b axis. (F) Same as (C) but for excitation

along the b axis. For all calculations, we used a 19-THz pump pulse of 5 MV/cm

peak electric field.
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Fig. 4. Time-resolved polarization rotation measurements. (A) Schematic

of the pump-probe experiment. A linearly polarized terahertz pulse,

polarized along either the a or b axis, drives the BPO4 crystal into chiral states.

A time-delayed near-infrared pulse probes the state by the measurement

of its polarization rotation, which is carried out as a function of the probe incident

polarization. (B) Time delay–dependent polarization rotation signal for a-axis

excitation as a function of probe incident polarization. The signal at a fixed

time delay of +0.1 ps is shown on the right. (C) Time delay–dependent

rotary power, proportional to the optical activity, extracted from the data

shown in (B) and considering the finite extinction depth d of the excitation

pulses. (D) Same as (B) but for b-axis excitation. (E) Same as (C) but for

b-axis excitation.

Fig. 5. Characterization

of the light-induced

chiral states. (A) The

rotary power of the tran-

sient state as a function of

the terahertz pulse peak

electric field for a-axis–

polarized (red) and b-axis–

polarized (blue) excitation.

(B) Maximum of rotary

power at fixed peak electric

field of 5.1 MV/cm as a

function of the center fre-

quency of the excitation

pulse. The horizontal error

bars are the 1s confidence interval of the pump center frequency. Gray curve indicates the real part of the optical conductivity.
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I had recently joined a group full of 

world-class investigators—an excit-

ing environment to be a trainee in, 

but also pretty intimidating. I felt 

compelled to make the most of the 

great wealth of knowledge around 

me. But the days were chock-full of 

bench work, meetings, and closed 

office doors. Asking basic questions 

in group meetings or requesting in-

vestigators’ time for a discussion felt 

almost impossible. How was I sup-

posed to make inroads without be-

ing obnoxious?

Eventually, I began to notice 

something: When lunch time came 

around, the busyness subsided, the 

conference room was empty, and I 

often spotted investigators eating 

in their offices. Holding important 

meetings or conducting lab work 

with a mouthful of turkey sandwich 

was frowned on, but it was quite common to sit down with 

someone and have a conversation over a meal. It occurred 

to me that offering lunch could be an acceptable way to 

connect with a busy principal scientist.

I decided to test out my theory, with the state offi-

cial as my first attempt. I had seen him speak on several 

occasions—my research institute adjoined the laboratories 

he ran—and I found his vision for public health inspiring. 

I seriously doubted he would have the time to meet with a 

graduate student. Still, I figured I had nothing to lose. So, 

when I passed him in the hallway one day, I stopped him, 

introduced myself, and asked whether he would be willing 

to have lunch with me some time. I worried I would come 

across as a bother and that I was overstepping some un-

spoken social rule. But to my surprise, he didn’t hesitate. 

“Of course,” he answered.

The lunch lasted a little less than an hour, but it had an 

enduring impact on me. Despite the awkward small talk I 

inflicted on him, we found we had 

many common interests and intel-

lectual passions. He shared that 

when he had been in grad school, 

he had also struggled to connect 

with midcareer professionals. We 

exchanged contacts for future cor-

respondence, and I left invigorated 

and full of insights. Something 

about sitting down for lunch with 

him made everybody seem a little 

less godlike and a little more hu-

man. It gave me faith in my ability 

to fit in around accomplished scien-

tists. And all I had done was ask.

With the confidence born of this 

experience, I made a mental list 

of people to invite to lunch and 

worked through it, week by week. 

I explained I was a student who 

wanted to learn about their profes-

sional experiences. I generally asked 

in person, often suggested a restaurant to reduce friction in 

the interaction, and always offered to pay (though the more 

senior invitees usually insisted on footing the bill). And 

no matter how preoccupied they seemed, few people have 

been unwilling to offer me an hour of their time over the 

pretense of a meal. I’ve lunched with my thesis committee 

members, the head of my division, postdocs, lab mates, and 

collaborating scientists. Each time, it got easier to ask good 

questions and make a genuine connection. By the time our 

plates were empty, we’ve often gone from professional top-

ics to more intimate personal conversations.

In my final year of graduate school, I now have a wealth 

of lunchtime mentors whom I feel comfortable approach-

ing for advice or references. For the next stage of my career, 

I’m already looking into the tastiest bistros nearby. j

Luke Childress is a Ph.D. student at the University of Arkansas for 

Medical Sciences. Send your career story to SciCareerEditor@aaas.org.

“Offering lunch could be an 
acceptable way to connect with a 

busy principal scientist.”

A bite of expertise

I
n front of me was a sandwich. On the other side of that sandwich was my state’s director of public 

health. What was a second-year Ph.D. student doing in this situation? Despite the fear and excite-

ment that left me feeling like I was riding a unicycle on the edge of a canyon, I did my best to ap-

pear easygoing and professional. This lunch had been my idea, after all. I had been struggling to 

approach the more experienced and prominent scientists I worked with, and I had thought asking 

them to lunch might offer a way in. I planned to follow specific talking points to avoid any awk-

ward silences, but instead I found myself ad-libbing everything. Would this lunch be an embarrassing 

dead end rather than the opening I was hoping for?

By Luke Childress
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